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Abstract— The traditional TCP congestion control is inefficient
for high speed networks and it is a challenge to design a
high speed replacement for TCP. By simulating some existing
high speed protocols, we find that these high speed protocols
have limitations in convergence and stability. To address these
problems, we apply a population ecology model to design a novel
congestion control algorithm—Coupling Logistic TCP{CLTCP). It
is based on bandwidth pre-assignment that is similar to XCP
and MaxNet. The pre-assignment rate factor is computed in
the routers based on the information of the router capacity, the
aggregate incoming traffic and the queue length. Then the senders
adjust the sending rate according to the pre-assignment rate
factor which carries by the packet to strengthen the convergence
and stability of transport protocol. The theoretical analysis and
simulation results show that CLTCP provides not only fast
convergence and strong stability, but also high utilization and
fair bandwidth allocation regardless of round trip time.

[. INTRODUCTION

The convergence of congestion control algorithms usually
studies the time for transport control system transmits from the
initial state to the steady state. The two aspects of this issue
are convergence to efficiency and convergence to fairness [15].
When a newly-starting flow joins the network, it is anticipated
that the new flow should grab the available bandwidth of
the link as soon as possible. It is emphasizing the time for
convergence to efficiency. As to the time for convergence
to fairness, when a newly-starting flow joins the network
where the existing flows have taken the whole bandwidth, it
is anticipated that the new flow should achieve fair bandwidth
allocation as soon as possible.

According to the Additive Increase Multiplicative De-
crease(AIMD) algorithm [1] [10] used in TCP and supposing
the throughput of a TCP flow in steady state is P, we know
that the time for convergence to efficiency and the time for
convergence to faimess of TCP is O(P) [24], that is to say the
AIMD algorithm converges linearly to efficiency and fairness
and it implies TCP will take a long period of time to converge
to efficiency and fairness in high speed networks. Therefore
TCP attempts to improve the convergence by using a slow-start
algorithm in its starting phase. But the convergence speed in
congestion avoidance phase is still slow.
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This problem motivates the proposal of several novel trans-
port protocols, such as HSTCP [4], STCP [12], XCP [11],
EMKC [24], VCP [23], EVLF-TCP [9] and many others, each
with their own strengths and limitations. HSTCP and STCP
improve convergerce by using a more aggressive increasing
and more conservative decreasing algorithm with the cost of
a higher loss ratio than the AIMD algorithm. Meanwhile,
this method makes the RTT unfaimess problem of HSTCP
and STCP more serious than that of TCP. EMKC, VCP and
EVLE-TCP allocate network resources effectively at the end
systemn through explicitly feeding back the state information
of the router, such as the loss ratio, load factor and virtual load
factor. However, EMKC, VCP and EVLF-TCP only improve
the convergence to efficiency from G(FP) to O{ln P), i.e.,
exponential convergence to efficiency. Their convergence to
faimess is still kept as O(P). On the contrary, XCP improves
the convergence by allocating the bandwidth of each flow
by the router directly, so that the convergence to efficiency
and convergence to faimess are both (1), ie., constant
convergence. As presented in some research, XCP can be
unstable and cannot always achieve Max-Min fairness in
multi-congested gateway networks. We believe that the key
reason is that XCP is too sensitive to network load so that
it cannot provide strong stability and faimess in complex
topologies.

Another important requirement of congestion control algo-
rithms is stability. The congestion control algorithm needs to
be stable and adaptive with a wide range of change in network
parameters, such as link bandwidth, low number and round
trip time. A lot of research about the stability of transport
protocols have shown stability criterions for different transport
protocols [18] [7] [6] [2] [20] [17]. Whether these protocols
are stable or not depend on not only the control parameters
of the congestion control algorithm, but also the network
parameters. So the stability of these protocols is restricted
by the network parameters. If the network parameters are not
located in the region which satisfies these stability criterions,
these protocols may be unstable.

Therefore, it is an urgent issue to enhance the convergence
of the transport protocol, and weaken or eliminate the influence
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of network parametars to the stability of the transport protocol
as much as possible,

Thizs paper proposes a novel congsstion control algorithm
which provides fast convergence and global asymptotic stabil-
ity bazed on the special characteristios of the "Logistic Mod=]”
n population scelogy [19] 18], This algerithm is nplemented
by the explieit rate pre-assignment mechanism, At the same
time, theoratical analysis aceording to stability and conwver-
gences has determnined the mmpact of control parameters on
the algorithm performance, and favorable performance of the
algorithm has been confimmed threugh simulation on the N52
simulaticn platform.

The remainder of this paper 15 organized as follows, Section
II dizcusses 1deal congastion control and the basie relationship
betwesn congastion control and the Logistic Model Section
III presents the conerete congestion control algerithm, Section
IV analyzes the global asymptotic stability and convergencs
of the algerithm, Section V mtroduces the mnplementation of
the corregponding transport protocol and stimulaticon results are
given In Section VI Fmally, Section VII concludes,

[I. DE31GH EATIONALE

A Ideal congestion cantrol

The congestion contrel algorithm may be divided inte the
link algorithr and the souree algerithin [5] [3][13]. The link
algorithm, minning m the router, sxamines the congestion of
the network, and produces congestion signals, such as dropped
packets, delay, explictt congastion notification, sxplictt packet
lozs rate and explicit load factorn The source algerithm mmming
In the end system, adjusts the sending rate of the end systam
aceording to the congestion signal. The main design ssuss of
the congastion contrel algorithm are to selsct the appropriate
congestion signal for the link algorithm and find the best way
to regpond to it n the gource algorithrn.

In general, explicit congastion feedback schemes use direct
comrnunication from the router to tell the end system the state
of the network preclsely, accomplished by sending special
packets or by changing some fislds in packets as they travel
through the routers, The use of explictt congestion fesdback
usually resulis In superior congestion control protocols that
converge fagter and have a lower packet loss rate than proteccls
using nplicit congestion feedback.

Compared to the sawtooth shape of the AIMD mechanism,
we believe that the sigmoid curve of the source algerithm
15 better suited for ideal congestion control i high spesd
networks As shown m Figl, the slgmoid control curve m-
creasss the sending rate gently at the mitial phase, accelerates
exponentially in the middle stage and finally approach the
upper limit of network capacity. The ad vantages of the sigmeoid
control curve arei(l) Mot sending too many packets at the
mnitial phasze to avoid the burst traffie. (2)Exponentially -
creasing when the available capacity 15 sufficient. (3)Avoiding
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congestion as far as possible when the load 15 heawy. (4)
Allocating network resourcss effectively, and awvolding the
waste of network resources caused by the oscillation of the
AIMD mechanism.

B, Logirkic Maodel

Firstly, we infroduce the foundation of the Logistie Model,
[t iz a population scology model that studies the dymamics of
populaticns n ecolegy, In the Logistic Model, the population
rumber () In generations s expresssd as:

&= ra(l — %}. (1)

Paramstar © is the intringle rate of mersase, which can be
interpreted as the difference betwesn the bith rate and the
death rate of the population, Parameter K i the upper limit
of population growth and it i called carrying capacity. It s
usually mierpreted as the amount of resources expressed in the
mimber of organisms that can be supported by the resources,
The populaticn growth ratio ﬁz declines with the populaticn
nmumber @ and reachss 0 when @ = K. If the population
mimber exesads K, then the population growth ratio becomes
negative and the population number declines, The curve of the
Logistic Model 1s just a sigmoid curve,

Orverall, 1 15 2asy to see that the Logistic Model consists
of: (1)the mirmsic rate of mereass », and (2) the density-
dependent factor (1 — «/K). When there 15 no resource
lirnitation, the population nunber will exponentially mersase
with an intrinsic rate of mereagse, However, when the regources
are consumed gradually, the density-dependent factor will have
a greater mfluence on the population growth rate, and finally
foree the population number to achiews an equilibriom state
The Logistic Model provides a mature mathematical method
to analyze how the populations share limited resources so that
it iz natural to migrate the Logistic Model to do congestion
control

‘e find that it 12 difficult to enforee the congestion control
using the Logistic Model directly. The objection is based on
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the fact that when the network aggregate traffic exceeds the
limited bandwidth, the packets will queue in the router buffer.
The problem is that the queueing phenomenon does not exist
in the population ecology models. In order to control the
behavior of queues, we need to reconstruct a more reasonable
density-dependent factor which links the Logistic Model with
the queueing model.

Some researchers also have attempted to study congestion
control usingthe Logistic Model. For example, M. Welzl [21]
used the Logistic Model directly to design CADPC. However,
since it uses the Logistic Model directly, the influence of
queuing phenomena on congestion control is not considered.

III. ALGORITHM DESIGN

Similar to XCP, our novel mechanism is an explicit band-
width pre-assignment mechanism. Its principle is shown in
Fig.2. Each router maintains a pre-assignment rate factor r.
The basic adjusting strategy of r is when the link is under-
loaded, r gradually increases, otherwise decreases gradually.
And the minimal » value among all links along with the path
will be sent to the end system. After the end system receives
the pre-assignment rate factor », it treats this the value of r
as the upper limit of capacity that the network can provide,
and then it makes the sending rate x approach the r value
quickly. This method is also similar to the “MaxNet” method
presented in [22].

Consider a network with a set L of links, and let C} be the
finite capacity of link {, r; (%) be the pre-assignment rate factor
by the link I, g;(¢) be the instantaneous queue size of the link
I, for [ € L. Let a router be a non-empty subset of L, and
write P for the set of possible routes. If { € p, then the link
[ lies on the route p. If p € I, then the route p passes through
the link {. Associate a route with a flow, and suppose that the
rate z,(t) is allocated to user p.

We proposed the following congestion control model, con-
sisting of the source algorithm and the link algorithmn.

A. Link Algorithm

Congider the system of differential equations:

Ypaizp(t) + (@) — 90)/T)
Cy

fi(t) = Bre(t) (1 — (2)
where (3 is a constant parameter, gy is the expected queue
length in steady state, T' is the time constant. The term
Ypcizp(t) denotes the whole load on link {. In order to
control the queue length, we ftreat the queueing packets
as a special species which also consumes a part of the
bandwidth resources. Then the available bandwidth should
be equal to the bottleneck bandwidth minus the aggregate
traffic and the queuing traffic in the router buffer. The term
(1 Zesie (tHé?E (0)=99)/Ty ig used to represent the normalized
available capacity.

Therefore when the available capacity is sufficient, r; grows
quickly, otherwise the available bandwidth is deficient, and
r; grows slowly. When the available capacity is consumed
completely, r; achieves equilibrium, at this time ¢; equals gq,
and Y12, (2) equals C; exactly. The main task of the link
algorithm is to enable the pre-assignment rate factor that each
link maintains to respond quickly to the instantaneous load and
gueue length. Besides the link control algorithm is independent
of the per-flow state, and is only decided by the aggregate
effect of flows passing through the link.

B. Source Algorithm

Consider the system of differential equations:

Zp(t) = az, () (Inry (t) — Inzy (1)) 3)
where
rp(t) = min{ri ()|l € p} €]

o is a constant parameter. In the real network, the path p
often contains multiple links. Because all link { maintains pre-
assignment rate factor r;, in order to obtain the most congested
node in the network, we can only choose the minimum value
T, among all pre-assignment rate factors.

For the flow p, the r, value is the maximum capacity that
the network can provide. Generally flow p enters the network
with low initial rate, and the pre-assignment rate factor =,
received by the end-system will be larger than x,, so that z,
exponentially approaches r, quickly according to equation (3).
When z, equals r,, the end system reaches equilibrium. We
use the logarithm function in the source algorithm to keep the
time for convergenceto fairness as O{inln ). This conclusion
is proved in Section V.

In general, the link algorithm and the source algorithm have
the intrinsic rate of increase and the density-dependent factor
that are similar to those of the Logistic Model. And the key
confrol variable z and r in the link algorithm and source
algorithm are coupled. So we call the whole control model
consists of (2) (3) and (4) the Coupling Logistic Model, and
the corresponding transport protocol the Coupling Logistic
TCP(CLTCP).

XCP uses the direct bandwidth allocation method in the
router to get the target assignment instantly and it requires the
communication of congestion window in the packet header,
as well as the RTT signal. This makes the network more
vulnerable to router attack. Different from XCP, CLTCP adopts
an exploratory assignment strategy in the router, and contin-
uously adjusts the » factor without any auxiliary information
from the end systemn. We name this mechanism bandwidth
pre-assignment. » and x achieve the final target assignment
through joint evolution of the link algorithm and the source
algorithm.

Another equation of the flow rate and the queue length is
shown by the fluid-flow queuning model [18]. For the bottleneck
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link, givwen the aggregate arnwal rate and link bandwidth, we
can caleulats instantansons quaue length q(#) from:

@it} =Eegug(f) - (2f @) > 0) (3)
Thiz squation shows that a quauz will build up when ths
aggregate arnval rate axcesds the link bandwidth

Motice that the pre-assgnment rate factor peresived by the
sznder also has a time delay 7,2 w0, = #(f —7), tharefore
the whole control model of the etwork may be expressed as=

00 il i)
2 (5 —an
sl ) = Sy (f) - (1 Fa? ) (6]
@if) =Togua(f) — 0y (3f q(f)>0)
#oif) = min{s (£)|{ € p}

IV, PERFOERMAMNCE AMALY SI3

In thiz szction we sstablish the global asymptotical stability
of the systzrn dzacnibed by differsntial squations (6) and
determnine the fime to convergence. 'We analyze the impact
of control paramesters on CLTCF = performmance, and provide
a guideline to determnine the appropriate parameters of CLTCE

A. Stability

T praws that CLTCP can achizws a fair and stable cosxisting
statz, we denved the following theor=m:

Theorem I The aystem descibad by differential aquations
(6)1iz globally asyroptotizally stabls independent of the bat-
tlereck capacity, the omrmber of flows and the round top time.

Proof: Supposs wp(f) = Ine (8), wif) = lnwif)and
then the equatione (8) can ke rewritten as
el o el {ufeﬁ:?{ (9w )T
; = 5. _ Bpg =pl{up ot @
?-.'Jﬂfj A (1 ) (7
a(t) = Do mplug )} o (f alt)>0)
dplt) = rmin{ () € p}

Since wy(#) iz computed by 2.0 and @(f), and @if) is
dlso computed by . (#) | we define a mapping function f
from 2. () to oy (#) which satisfies:

ait) = Al

(#)) (&)

Theraforz, the aquations (7)) may be arnplifisd as:
Uplf] = & (¥ — 7o) —ug(f)]
wit) =HBflw () (5)
U (f) = min{w(#)|! € p}

Maxt we nse Lyapunov Stability Theory to provs the global
asymptotical stability of CLTCFE Hrsfly, we construct the
following posiive definits funetion:

Filag (8
Uteplt), n(f)lp € BI€ L) = Fiew L vy
(ool =) = () (o

+l5t' . E;DEP

2
Chaerve that:
g = —aluglt — 7o) — () — Bf{up())11)
T =ty = allt— 7o) —2plf))  (1D)
Tomh lwrwiy =9 (13)
Furthermors,
d a d a d
pricli Eper“' e+ e {f} pridty
= Zper[-afvp(f — 7o) — wp(f)) — Af(up(f ))]

[or - (e — 7 ) — 2p(£)]
Foepefienlf — ) —
= —[atog(t — ) — w(#)]*

Clzarly, ths function 2 iz negative by definition Thus fune-
tion & iz a Lyapunov furction for the system of diffsrential
aquations (7). According to Lyapunow stability theory, the
systemn iz globally asymptatically stable. ]

(143

Mext consider that M long-lived flows share the bottleneck
capacity &, and supposs the equilibium point of differantial
squations (6) iz M{e] «f o, ¢, %) Then we have,

et - {ln e —lna) =0

Bt (1= Nt 4 =gl —

Nt = ¢ =0

(13
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Since z?*

»= (0 is not a stable point, we have,

(16)

In steady state, each flow gets the same rate and the
queue length equals gg. Namely, CLTCP guarantees reasonable
faimess and full link utilization.

B. Convergence

In this section, we show that CLTCP converges to efficiency
and faimess exponentially. Since it is hard to solve the
differential equations (6) in complex topology networks, we
ignore the influence of delay and only consider the network
in which there are N long-flows and a single bottleneck link.

1) Convergence fo efficiency: To better understand the time
CLTCP requires to reach a certain level of efficiency, we
define:

Definition 1: For a given positive constant 8(0 < # < 1) and
bottleneck link with finite capacity C, a resource allocation
(z1,22,...,oN) I8 O efficiency, if:

Ditizald)
Fit) = ==L o
Thus the time for convergence to efficiency is the interval that
the link utilization increases from the minimal utilization to

first, i.e. f{te) = 6.

Based on this definition, we derive the following theorem:

(17

Theorem 2: Consider N synchronous CLTCP flows starting
to compete for the bottleneck bandwidth C' with the initial
throughput of each flow as o (ze << C/N). Then the time
for convergence to efficiency satisfies the following equations:

(o]

C 0 In 222
niw—- +=) 1
maz( (Nmﬂ 1_9): n(e (1;9 ))<t9<
Nx
ln(NC;O 'ﬁ) 1n(11n6‘ )

(18)

B

Proof: Since there is no persistent packet queuing before
the utilization reaches #, g(t) = 0. Considering all flows as
synchronous, the system can be simplified as:

{ zi(t) = azi(t)  {Inr(t) — Inz;(¢))
#(t) = Bri(t) - (1 — Xzl e/

Consider two extreme cases: (1) Let z;(¢) equal r(¢) directly
in the end system and r(¢) be adjusted based on the link
algorithm, and suppose the time for convergence to efficiency
is #1 in this case; (2) Keeping 7(¢) equal to C/N, and ;{¢)
adjusted based on the source algorithm, suppose the time for
convergence to efficiency is ¢ in this case. Certainly we have
m&l‘(tl,tg) <ty <t + to.

(19)

In the first case, the control law can be expressed as:

{ zi(t) = 1(t)

#t) = Ar(t) - (1 o0

o Nﬁii!tz—qofT)
[

Furthermore,

2;(2) Nl — ao/T

qo /T
— Bri(t) - (1 - = o/ ) (21)
Solve the above equation and we have,
C(l—?\?/CT)
z(t) = (22)
©=1 4 (CL=p/CT) )y exp{—b(1 — qo/CT)t}

Nzo

In high speed networks, there is C >> qo/T, C »>> Nxg
thus,

(e}
t N
z(l) = 1+ N:;c exp{—bt}

Nzi(t1)/C = 0. Therefore

(23)

Based on Definition 1, f(¢1) =
we can solve 77 as follows:

y - lEs G5
e

N ln(ng 15)

S (24)

In the second case, the control law can be expressed as:

#:(0) — azs(t) (In % nas(t)) 25)
Since x(t2) = 8C/N, we can solve ¢9 as follows:
1
n( v In@ / ) (26)
(8]
Finally,
(s %) (%)
max( B , - T <ty <
In(xfs; 1%9) | In("5)
= 27
5 o (27)
|

Clearly, the time for CLTCP convergence to efficiency is
O(In %) and it is exponentially fast.

2) Convergence fo fairness: To study the time CLTCP
requires to reach a certain level of faimess, we define:

Definition 2: For a given positive constant ¢(0 < 2 < 1), a
resource allocation (z1, 22,..., zx) exhibits & fairmess, it

minlY ()

g(t) = N

> 28
maz;_ 1 7(t) © (28)

Thus the time for convergence to fairness is the interval
between when g increases from the maximally unfair state
to € fairness. i.e. g(ts) = =

Based on this definition, we derive the following theorem:

Theorem 3: Consider N synchronous CLTCP flows have
completely shared the bottleneck capacity C at steady state,
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and suppose a new flow enters into the network with initial
throughput @o(zy << C/N), then after

Inln ==
fy=— % (29)
&

the network achieves = fairness.
Proof: Suppose xp41(t) denotes the new joining flow,

and @;(£)( = 1,2,..., N) denotes one flow of the existing N
synchronous flows. And then the system can be described by:

{ Ey41(t) = ey () - Inr@@) —Inay 1 @)
#;(t) = oz (¢) - (Inr(t) — Inw;(t))

Based on Definition 2, g(t) = @;(¢)/®4+1(t). And then we
derive:

(30)

g(t) = —ag(®) Ing(2) (1)

thus, we have
Inlng{t) = —« (32)
Consider the initial condition g(0) = gg = Nio, glts) =
é. We have:

MNaa
&

Inln &=

te = (33)

Clearly, the time for CLTCP convergence to faimess is
O(Inln %) and it is also exponentially fast.

C. Setting the parameters

In this section, we discuss the choice of parameters used by
CLTCP and we implement the coupling logistic model using
the linearizing method of control theory [14]. In order to build
the control system model of the CLTCP trangport system, we
only consider the network in which there are N synchronous
long-flows and a single bottleneck link and omit the influence
of delay.

Let the rate of each flow be «(¢), the pre-assignment rate
factor be r(¢), and the queue length be g(¢). For simplicity,
we use &, 7. ¢ to denote 2(¢), r(¢) and g(¢). Suppose

Fle,r,g)=az-(Inr—Inzx)
Gz, r,q) = Br- (1_MQC—QOZE)
Hz,r,q) =Nz —-C

(34)

Suppose the equilibrium point is M(z*, #*, ¢*),where a* =
r* = O/N, ¢* = qo, thus we linearize the equations (34) at
point M, and we have

8F| L 8F| B 8F| i
Jg Tt T T Gyl T W gyl =

oGy SR e Y )

dx =" T P9 T g1 T T T NT

oH oH oH

Folsmer = ol Ry B RS B

S |a’—a’ 2 Ir |?"—?" H aq |Q‘—Q ( 5)

)

B 1 &r @ 5x N &q
s

Fig. 3. Block of close-loop control system

Suppose dx =& — 2*,0r =r — r*,0g = ¢ — ¢*. Then we
have:

0 = adr — ada

57 = —B5z — Fndyq (36)
dg= Nézx
Furthermore,
8 = abr — adx
8= L85 £-8q (37)

d§ = Nozx

The block of the closed-loop control system is shown in
Fig.3. From Fig.3, we see that the link algorithm in fact is
a PI controller component in which the proportional constant
is /N, and the integral constant is T, the source algorithm
in fact is a inertia controller in which the time constant is
1/ex, and the queue model is a integral controller. Therefore
we can represent the following open-loop transfer function of
the CLTCP transport system as:

a f 1. N
Lis) = s—i-oz.ﬁ(l—i_i"s).g
_ 9Bt 7)
T Fetra) e

In control theory, if the transfer function of an unadjusted

system is
Ko

Lo(e) = 8(1+4 The)

then it can be adjusted by a PI controller whose transfer
function is

(39

147s

TiS
to improve the performance of the system. Thus the final
transfer function of the system is

L(s) = Lo(s)L(s) =

L.s)=

(40)

Ky 1+7s

Ty s2(1 + Tps) (L)

In order to obtain the maximum stability margin and fast
convergence speed as much as possible, the parameters in the

PI controller takes
T=4Ty, T;=8K.T¢ 42)

and is better in general [8].
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Comparing equation (38) to equation (413 and (42), we have

B=uo/z, T:E (43)
o

From the analysis of convergence, we can g2 that the larger
the o is, the faster the convergence to efficiency and fairnass,
However we observed from simulations that the traffic also
becomes more volatile when o becomes large. To balance the
convergence and oscillation, we set o = Seec—l Then we
have 8 = lsec™t, T = 2sec.

W, IMPLEMENTATION

Becanse computer control ig just one kind of sampling
control, the differential 2quations (&) cannot be used directly.
It is necessary to derive the discrete time equations. Supposs
T} and T3 are the sampling time in the end system and router
reapectively, and we use the discrete time, AT and k75, to
represent time £, Then we can make the following approximate
transformation:

{ dlnlz(+]) o In &l (41T ) —In s ( &7y ) — Inw(k4l)—In = k)

En T =
dlni»(3)) _ In r((k+i)Tﬂ$—1nr(kTﬂ) _ lor(k4)—In (k)
e T = +

(44)
where we use z(k) and »(k) to denote =(kTy) and »(kT3)
respectively and omit the suffixes of the variables. Then we
aubatitute the above equation into equation (63 and obtain

{ ne(btl)-tnalt) _ o fIne(k — 29— Ina(k))

1 :c+1Ti]n I it
I — »
—Q—H =8 (1—

Ew(kH(q{kh—w)/T)
o
Further we have,

{ w(k +1) = w(k) =T r(k — £ )0
rik+1) = v(k) explfTe (1 - Eﬁ(k)"'(qék)_“)’@ L

(45)

In the implementation, we finally select T3 =7 and 15 =
0.1e to guarantze the sampling precision. At the same time we
let gg e 100 packets which is similar to some AQM algorithms
[13] to provide small quening delay in high speed networks.
Substituring the value of all parameters into the equation (497,
we have the final congestion controller:

{ 2k +1) = (k=% p(k — 1)°7
plk+ 1) = v(k) - explo1(1 — E“‘k“‘qﬁ-ff)‘imw)}mﬁ

From the above equation, we see that the complex logarithm
computation is excluded from the practical congastion sontrol
alporithm g0 that the computational overhead iz reduced.
Meanwhile, the small sampling time in the router, 0.1s, also
reduces the router computational overhead compared with
HCF, which is based on per-packet computation,

A, Packet Header

It is eagier to implement the CLTCP algorithm with the
extension CLTCP header. As shown in Figd, the CLTCP
header including a pre-assignment rate factor field is inserted

IP Header

CLTCP Header
¥: pre-assignement rate factor

TCF Header

Ciata’

Hg 4. CLTCFP packst header

into the position between the IF header and the TCF header.
The roaters along the route modify the pre-assignment rate
factor field to directly control the sending rate of the sender.

B, Sender

On packet departures, the CLTCPE sender initializes the pre-
assignment rate factor to —1, Whenever a new ACK packet
arrives, the sender reads the pre-assignment rate factor »(k—1)
from the ACK packet, and tracks the RTT 7. Az a result the
sender adjuste the sending rate as follows:

2k + 1) = 2(B) % (k- 1)77 (48)

O Router

The main task of the roater is to generate it pre-assignment
rate factor and insert it into the headers of all passing packets,
During the sampling interval, the roater tracks the toral amonnt
of data that has arrived into the queue. At each sampling
point, the router tracks the instantaneous queus length and
computes the average incoming traffic rate Te(k). Based on
thiz information, the router computes an estimate of the pre-
assignment rate factor as follows:

Te(k) + (gik) — 100)/2
&

pik+ 1) =r{k)  exp{0.1{1 — )

(4%}
In addition, the router examines whether itz locally recorded
pre-assionment rate factor is smaller than the one carried in
the packet. If g0, the router replaces the coresponding field
in the packet. In this manner, after traversing the whole path,
each packet obtains the pre-assisnment rate factor from the
most congestad link,

L. Receiver

A CLTCF receiver ig similar to a TCP receiver except that
when acknowledging a packet, it copies the extension CLTCP
header from the data packet to ite acknowladgment packet.
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VI, SIMULATION RESULTS

In this section, we present some simulation results of the
performance of CLTCP. As a comparison we choose to test
XCP and CLTCP and We use ns2 for the simulation exper-
iments. We deploy a tail-drop discipline at the router buffer,
and the buffer size is set to 10Mbytes. In all experiments the
data packet size is 1000 bytes, while the ACK packet size is
40 bytes. For all the graphs, rate, utilization, packet loss rate
and queue length are sampled over 1s intervals.

A. Convergence

In this experiment, we evaluate the performance of CLTCP
and XCP for the simple case of a single bottleneck link
shared by multiple flows. The dumbbell topology used here is
depicted in Fig.5. It consists of source/destination hosts, two
routers, and links between the hosts and routers. We run four
flows with different RTT of 50ms, 100ms, 200ms and 400ms,
while the bottleneck bandwidth is 120Mbps. These flows start
at Os, 50s, 100s and 150s and stop at 400s, 350s, 300s, 2505
respectively. The rate curves are drawn in Fig.6.

As shown in Fig.o, the convergence speed of CLTCP is as
fast as XCP whenever converging to efficiency or converging
to fairness. At the same time, CLTCP and XCP both achieve
full utilization and a zero packet loss rate. In addition, CLTCP
and XCP both achieve max-min fairness independent of RTT.

B. Stability

This experiment shows the stability of CLTCP in the pres-
ence of web traffic, burst traffic and reverse traffic. The dumb-
bell topology is used here, where the bottleneck bandwidth
is 120Mbps and round trip propagation delay is 50ms. For
comparison parposes, two simulations are conducted.

In the first simulation, there are only four high speed flows
on the forward path without disturbing traffic. In the second
simulation, in addition to the four high speed flows as above,
there are another four high speed flows on the backward path,
and the average web traffic of 20Mbps generated by 100
random on-off sources is always on. These web flows arrive
according to the Poisson process. Moreover, burst CBR traffic
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) XCP.
Fig. 6. The rate dynamics of four flows with CLTCP and XCP .

of 40Mbps generated by 10 UDP sources is injected into the
network at 100s, and then all UDP sources drop out at 150s.

The rate dynamic curves of the first simulation and the
second simulation are drawn in Fig.7 and Fig.8 respectively.
The average utilization, average packet loss rate and average
queue length of the bottleneck link of the first simulation and
the second simulation are listed in table .

As shown in Fig.7 and the S1 columns in table I, CLTCP and
XCP converge to an equal rate in steady state, and the average
utilizations of the bottleneck link are very high in the absence
of disturbing traffic. In addition, the average queue length of
CLTCP approaches the expected queue length ¢,. However,
Fig.8 and the S2 columns in table I show that XCP oscillates
acutely in the presence of disturbing traffic. Moreover, the
average utilizations of XCP degrade badly, and the average
loss rates increase obviously. Fig.8 shows that the CLTCP
flows can converge to an equilibrium rate of 25Mbps even with
web traffic. When burst traffic appears at 100s, the CLTCP
flows give up the bandwidth rapidly. At 105s, the CLTCP
flows converge to a new equilibrium rate(15Mbps). After
the burst traffic leaves at 150s, the CLTCP flows catch the
available bandwidth and converge to the previous equilibrinm
rate quickly. Table I also shows that CLTCP achieves a higher
link utilization and lower packet loss rate than XCP even in
the presence of disturbing traffic.
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Fig. 7. The rate dynamics of ten flows using CLTCP and XCF in the absence
of web traffic, burst traffic and reverse traffic,
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TAELE I
THE AVERAGE UTILIZATION, AVERAGE PACKETLOSS RATE AND AVERAGE
QUEUE LEMGTH

Frotocol utilization( %) packet loss ratio quens length
51 52 51 52 =1 52

CLTCP 100 938.63 0 7.EOw 107 108 393
XCP 99.94 26,28 0 236x10-% 03 485

=1: The first simulation in the absence of disturbing traffic
52! The second simulation in the presence of dishirbing traffic
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Fig. 9. Parking-lot topology

C. Multiple Bottlenecks

Next, we study the performance of CLTCP with a more
complex topology of multiple bottlenecks. For this purpose,
we use a typical parking-lot topology with three links depicted
in Fig.9. All the links have a 20ms one-way propagation delay.
Thete is one high speed flow(flow 1) traversing all the links in
the forward direction. In addition, each individual link has one
crossing high speed flow(flow 2, flow 3, and flow 4) traversing
in the forward direction. The middle link has the smallest
bandwidth of only 60Mbps, and the other links have the same
bandwidth of 120Mbps. All flows start at time zero.

As shown in Fig.10, in CLTCP, the throughput of flow 1
and flow 3 both achieve 30Mbps and the throughput of flow
2 and flow 4 both achieve 90Mbps in steady state. In XCP,
the throughput of flow 1 and flow 3 both achieve 30Mbps ,
but the throughput of flow 2 only achieves 81Mbps and the
throughput of flow 4 only achieves 87Mbps in steady state.
Namely, CLTCP completely achieves max-min fairness while
XCP approximately achieves.

VII. CoNCLUSION

In this paper we developed a novel congestion control model
consisting of the link algorithm and the source algorithm
for high speed networks based on the logistic model. The
key mechanism is based on bandwidth pre-assignment which
is similar to XCP and MaxNet. The pre-assignment rate
factor is computed based on the information of the router
capacity, the aggregate incoming traffic and the queue length,
and then senders adjust the sending rate based on the pre-
assignment rate factor to strengthen the convergence and
stability of transport protocol. We also discuss the convergence
and stability through theoretical analysis. The performance of
this algorithm is shown via simulation in terms of convergence,
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Fig. 10. The rate dynamics of four flows using CLTCP and XCP in a multiple
bottleneck topology.

stability, faimess, queue length, link utilization, and packet loss
ratio. We show that CLTCP can provide fast convergence and
strong stability, as well as high utilization and fair bandwidth
allocation, all of which are desirable for high speed networks.
In particular, it can reduce the computational overhead in
routers compared to XCP and yet achieve better performance.
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