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Abstract—In data center networks, micro-burst is a common
traffic pattern and the packet dropping caused by it usually
leads to serious performance degradation. Meanwhile, most of
the current commodity switches employ on-chip shared mem-
ory, and the buffer management policies of them ensure fair
sharing of memory among all ports. Among various polices,
Dynamic Threshold (DT) is widely used by switch vendors.
However, because DT needs to reserve a fraction of switch buffer,
there is free buffer space while packets from micro-burst traffic
are dropped. In this paper, we theoretically deduce the sufficient
conditions for packet dropping caused by micro-burst traffic,
and estimate the corresponding free buffer size. The results
show that the free buffer size is very large when the number of
overloaded ports is small. What’s worse, to ensure fair sharing
of memory among output ports, packets from micro-burst traffic
may be dropped even when the traffic size is much smaller than
the buffer size. In light of these results, we propose Enhanced
Dynamic Threshold (EDT) policy, which can alleviate packet
dropping caused by micro-burst traffic through fully utilizing the
switch buffer and temporarily relaxing the fairness constraint.
The simulation results show that EDT can absorb more micro-
burst traffic than DT.

Index Terms—dynamic threshold, switch buffer management,
shared memory, micro-burst, packet dropping

I. INTRODUCTION

Micro-burst is a common traffic pattern in modern data
center networks, and has been brought into public attention
recently [1]–[6]. Generally, it refers to bursty traffic with
very small time-scale. It is usually generated by data center
services and appears in the switch when packets from multiple
concurrent flows are destined to the same output port. For
example, in data centers deploying online services, the divide
and conquer computing paradigm is widely used, thus large-
scale concurrent flows may travel across networks. Micro-burst
appears in a switch port when results are aggregated from
multiple nodes [7], [8]. Packet dropping caused by micro-
burst traffic is usually unacceptable, because micro-burst traffic
is comprised of several delay-sensitive short flows, and the
triggered timeouts always extend the flow completion time,
which lowers the user experience and thus revenue [5], [8]–
[10].

Packet dropping in a switch is directly related to its buffer
architecture and buffer management policy. Today the majority
of switches employ the on-chip shared memory to reduce
latency by avoiding packet readings and writings to and from

external memory. The on-chip packet buffer is dynamically
shared across ports by statistical multiplexing [5], [11], [12].
However, shared memory switches might suffer the fairness
problem that few output ports could occupy all of the shared
buffer, starving other output ports. In order to overcome the
problem, many buffer management policies were proposed to
restrict the queue length on each output port.

Among various policies, Dynamic Threshold (DT) [13] has
been widely used by switch vendors [12], [14]–[20]. In this
policy, the queue length is restricted by a dynamic threshold
shared by all output ports, which is proportional to the current
amount of free buffer space. However, because DT needs to
reserve a fraction of buffer so that the newly overloaded ports
won’t be starving, packets from micro-burst traffic may be
dropped even when there is free buffer space in the switch.

In this paper, we theoretically deduce the sufficient condi-
tions for packet dropping caused by micro-burst traffic and
quantitively estimate the corresponding free buffer size in DT
switches. The analysis results tell that the micro-burst traffic
readily results in packet dropping. Besides, the free buffer
size when packets are dropped is negatively correlated to the
number of overloaded ports. Particularly, when the number
of overloaded ports is small, the amount of wasted buffer
would be especially large. If these buffer can be utilized
by the overloaded ports, additional 50% - 100% micro-burst
traffic can be absorbed. Further more, to ensure fair sharing of
memory, the queue length of each overloaded port is restricted
by the same threshold. As a result, when several ports are
overloaded, packets from micro-burst traffic will be dropped
even through the micro-burst traffic size is much smaller than
the buffer size. However, it is of great importance to avoid
packet dropping of micro-burst traffic in data center networks.
On the other hand, when more buffer is temporarily allocated
to the ports transmitting micro-bust traffic, there will be few
effects on the fairness among ports transmitting long-lived
flows, because the time-scale of micro-burst is quite short
compared to the duration of a long-lived flow. Therefore, the
fairness constraint of DT can be relaxed to absorb micro-burst
traffic.

In light of these, we propose the Enhanced Dynamic
Threshold (EDT) policy, which can absorb micro-burst traffic
as much as possible through fully utilizing the buffer and
temporarily relaxing the fairness constraint when micro-burst



traffic arrives at a port. EDT has three advantages: (1). Buffer
is fully used to absorb micro-burst traffic. (2). Buffer is
fairly shared among output ports transmitting long-lived flows.
(3). EDT is simple enough to be implemented in high-speed
switches, as it is comprised by several counters and timers.

We evaluate DT and EDT on ns-2 platform [21]. The
results show that in the worst case 50% of buffer remains
unused when micro-burst traffic causes packet dropping in DT
switches. In comparison, packets will not be dropped until
there is no free buffer space in EDT switches. Moreover, al-
though EDT temporarily relaxes the fairness constraint, buffer
is fairly shared among output ports in the long run. Above
all, in DT switches, only micro-burst traffic whose duration is
no longer than 3ms can be absorbed. But in EDT switches,
almost all micro-burst traffic can be absorbed when the traffic
duration is shorter than 5ms.

The rest of the paper is organized as follows: In Section
II, we introduce the DT policy, then the sufficient conditions
for packet dropping caused by micro-burst traffic is deduced
and the corresponding free buffer size is estimated. Section
III describes the design of EDT . Evaluation is presented in
Section IV. Finally, the paper concludes in Section V.

II. ANALYSIS OF DYNAMIC THRESHOLD

A. DT Policy

Before analysis, we would briefly introduce the DT policy.
DT is a threshold-based buffer management policy, in which
the queue lengths of all ports are constrained by the same
threshold. Packets are not allowed to enter into the queue
whenever the queue length exceeds or equals to the threshold.
The key idea of DT is that the threshold is proportional to
the current amount of unused buffer space. More precisely, let
Qi(t) be the queue length of port i at time t and B be the
shared buffer size, then the threshold T (t) can be given by

T (t) = α ·

(
B −

∑
i

Qi(t)

)
(1)

where α is a control parameter. DT reserves a fraction of buffer
all the time such that other ports won’t be starved.

To understand the mechanism of DT, consider the following
scenario. Assume that the switch buffer is empty and the
k-th output port becomes overloaded at time t = 0, then∑
iQi(t) = Qk(t) when t = 0+. Let α = 2, then T (t) =

2 · (B −Qk(t)). At time t = 0, Qk(0) = 0 and T (0) = 2B,
thus Qk(0) < T (0). Packets are allowed to enter into the
buffer, and Qk(t) will increase until Qk(t) = T (t) = 2B/3,
as illustrated in Fig. 1. Once T = Qk, the port is not allowed to
occupy additional buffer and the queue length will not increase
any longer. The reserved buffer size in this case is B/3.

B. Analysis

For the convenience of expression, we give the following
names about the status of a switch output port.

1) Overloaded and Underloaded State: A port is in
overloaded state if and only if the arriving rate of
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Fig. 1: Queue length and threshold evolutions

TABLE I: Notations

Not. Description
Ri the arriving rate of traffic to i-th port
C link capacity
Qi(t) queue length of i-th port at time t
B total buffer size
T (t) threshold at time t
F (t) free buffer size at time t
di duration of flows in i-th port

traffic to this port is larger than the port’s transmitting
rate. Otherwise, the port is in underloaded state. More
precisely, let the arriving rate of traffic to the i-th output
port be Ri. Let C denote the link capacity. Then port i
is overloaded if and only if Ri > C.

2) Steady State: When a port is in the overloaded state,
it reaches steady state if and only if its queue length is
equal to the threshold and the queue length as well as the
threshold will not change for a while. More precisely,
port i reaches steady state at time t if and only if T (t) =
Qi(t) and T ′(t) = Q′i(t) = 0.

Consider a switch with P output ports and buffer size B. At
time t = 0, the queues of port 1, · · · , port M are empty, and
port (M + 1), · · · , port (M + N) have reached their steady
states. Port 1, · · · , port M begin to transmit micro-burst traffic
and become overloaded at time t = 0+. Let Ri be the arriving
rate of micro-burst traffic to port i and di be the duration of
micro-burst traffic in port i. The free buffer size at time t is
denoted by F (t). These notions are summarized in TABLE I
for the sake of terseness.

In the rest of this section, we’ll deduce the sufficient
conditions for packet dropping caused by micro-burst traffic
and estimate the corresponding free buffer size in a particular
case in the beginning. Following the same way, we’ll make
the analysis in more general cases.

1). Ri (i = 1, 2, · · · ,M) is constant and R1 = R2 = · · · =
RM = R

The evolutions of queue lengths and threshold in this
case have been analyzed in [13] in detail. However, for the
convenience of explaining the following cases, we’ll briefly
show the analysis.

At time t = 0+, as micro-burst traffic arrives at
port 1, · · · , port M , the unused buffer will be occupied. Thus,
the threshold will decrease, which makes QM+1, · · · , QM+N

decrease. The maximum decreasing rate of queue length is C,
when no packets are entering into the queue and packets in
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Fig. 2: Evolutions of queue lengths and threshold

the queue are transmitted at a rate of C (the port transmitting
rate). Therefore, there are two cases.

a). R 6 C
(
1 + 1+αN

αM

)
In this case, |T ′(0+)| 6 C. Therefore, at time t = 0+,

QM+1, · · · , QM+N will decrease at the same rate as that of
threshold, as is illustrated in Fig. 2a. Meanwhile, Q1, · · · , QM
will increase at a rate of (R − C), until Q1, · · · , QM hit the
threshold at time t = t1. According to [13], time t1 is given
by

t1 =
αB

[1 + α(M +N)](R− C)
(2)

Then packets are dropped since port 1, · · · , port M are not
allowed to acquire additional buffer. Therefore, the sufficient
condition for packet dropping in port i is

di > t1 (3)

According to [13],

T (t1) =
αB

1 + α(N +M)
(4)

Therefore, the free buffer size while packets are dropped is

F (t1) =
T (t1)

α
=

B

1 + α(N +M)
(5)

b). R > C
(
1 + 1+αN

αM

)
In this case, |T ′(0+)| > C. Therefore, at time t = 0+,

QM , · · · , QM+N will decrease at a rate of C, which is lower
than the decreasing rate of threshold, as is illustrated in Fig. 2b.
Meanwhile, Q1, · · · , QM will increase at a rate of (R − C),
until Q1, · · · , QM hit the threshold at time t = t2. According
to [13], time t2 is given by

t2 =
αB

(1 + αN)[(1 + αM)(R− C)− αNC]
(6)

Then packets are dropped since the increasing rate of
Q1, · · · , QM is limited by DT. At the same time,
QM+1, · · · , QM+N will keep decreasing. Thus, the threshold
and Q1, · · · , QM will increase at the same rate until all of
the ports reach the steady state. In this case, the sufficient
condition for packet dropping in port i is

di > t2 (7)

And according to [13],

T (t2) =
α(R− C)B

(1 + αN)[(1 + αM)(R− C)− αNC]
(8)

Therefore, the free buffer size while packets begin to be
dropped is

F (t2) =
T (t2)

α
=

(R− C)B
(1 + αN)[(1 + αM)(R− C)− αNC]

(9)
Considering these two cases, we can summarize the suf-

ficient conditions for packet dropping and free buffer size
while the packets from micro-burst traffic are dropped into
the following theorem.

Theorem 1. When R1 = R2 = · · · = RM = R, the
packets from micro-burst traffic will be dropped in port k (k =
1, 2, · · · ,M) if

dk >



αB

[1 + α(M +N)](R− C)
,

if R 6 C
(
1 + 1+αN

αM

)
αB

(1 + αN)[(1 + αM)(R− C)− αNC]
,

if R > C
(
1 + 1+αN

αM

)
(10)

and the free buffer size while packets are dropped is

F =



B

1 + α(M +N)
,

if R 6 C
(
1 + 1+αN

αM

)
(R− C)B

(1 + αN)[(1 + αM)(R− C)− αNC]
,

if R > C
(
1 + 1+αN

αM

)
(11)

Remarks:
When R 6 C

(
1 + 1+αN

αM

)
, equation (10) can be rewritten

as
R · dk − C · dk >

αB

1 + α(M +N)
(12)

If the micro-burst traffic size (i.e., R · dk) is fixed, then the
condition (12) can be easily satisfied for small dk or larger
R. This is why micro-burst traffic readily results in packet
dropping.

Besides, when the packets are dropped, the free buffer size
is negatively correlated to the number of overloaded ports (i.e.,
M +N ). Particularly, when the number of overloaded ports is
small, the free buffer size would be very large (e.g. B/2 if M+
N = 1 and α = 1). DT reserves this fraction of memory for
two reasons. Firstly, it provides a cushion for newly overloaded
ports, so that these ports will not starve for memory. Secondly,
because the threshold of DT is proportional to the amount
of unused memory, the action that the reserved memory is
occupied can be used to notify DT to change the threshold.
However, the reserved buffer should be utilized when a port
is transmitting micro-burst traffic. Because on the one hand,
the time-scale of micro-burst traffic is quite short. Occupying
reserved buffer will only last for relatively short time and is
worthwhile since it contributes to absorbing the micro-burst



traffic. On the other hand, DT can be simply implemented
by using a shift register and a free buffer size counter if α
is a power of two. The actions that a packet enters into and
departs from the buffer can be used to inform DT of adjusting
threshold instead.

Moreover, from Fig. 2a, we have the following observation.
To ensure fair buffer sharing among overloaded ports, the
packets from micro-burst traffic will be dropped after the
queue lengths of newly overloaded ports reach the queue
lengths of other ports. As a result, packets may be dropped
even though the micro-burst traffic size is far smaller than
the buffer size. However, avoiding packet dropping caused
by micro-burst traffic is of great importance. In addition,
it has few effects on the fairness among ports transmitting
long-lived flows that more shared buffer is allocated to the
ports transmitting micro-burst traffic, because the time-scale
of micro-burst traffic is quite short compared to the durations
of long-lived flows. Therefore, the fairness constraint of DT
could be temporarily relaxed to absorb micro-burst traffic.

The similar insights can be obtained in the case R >
C
(
1 + 1+αN

αM

)
.

2). Ri (i = 1, 2, · · · ,M) is constant and R1 > R2 > · · · >
RM

In this case, the sufficient conditions for packet dropping
caused by micro-burst traffic and the corresponding free buffer
size can be given by the following two theorems.

Theorem 2. When
∑M
i=1(Ri − C) 6

(1+αN)C
α , packets will

be dropped in port k (k = 1, 2, · · · ,M) if

dk > tk (13)

where
tk =

α [Fk−1 + αFk−1(N + k − 1) +Gktk−1]

(Rk − C)[1 + α(N + k − 1)] + αGk

Fk = Fk−1 −
Gk(tk − tk−1)

1 + α(N + k − 1)
Gk =

∑M
i=k(Ri − C)

(14)

Time tk denotes the first time when the queue length Qk
hits the threshold; t0 = 0. And Fk denotes the free buffer size
at time t = tk. At t = 0, F0 = B/(1 + αN). Next, we’ll use
mathematical induction to proof this theorem.

Proof:
a). Basis: Inequation (13) and equation (14) hold for port 1

(i.e., k = 1)
At t = 0, only port (M + 1), · · · , port (M + N) are

overloaded and they have reached their steady states, therefore
we have

T (0) = αF0

F0 = B −
∑M+N
i=M+1Qi(0)

Qi(0) = T (0), i =M + 1,M + 2, · · · ,M +N
(15)

Solving F0 from (15), we get

F0 =
B

1 + αN
(16)

Port 1, · · · , port M become overloaded at time t =
0+; the traffic arriving rate in port i is Ri. Thus, at time
t = 0+, Q1, · · · , QM will increase at a rate of (Ri − C).
As port 1, · · · , port M occupy the free buffer, the free
buffer size will decrease, which causes the decreasing of
the threshold, and then QM+1, · · · , QM+N will exceed the
threshold and decrease. Let D denote the decreasing rate of
QM+1, · · · , QM+N (D < 0), Then, at t = 0+, the free buffer
size will change as

F (t) = F0 −G1 · t−ND · t (17)

Thus, the dynamic threshold will change as

T (t) = α (F0 −G1 · t−ND · t) (18)

Differentiating both sides of (18), we have

T ′(t) = −αG1 − αND, t = 0+ (19)

When G1 6 (1+αN)C
α , the decreasing rate of threshold at time

t = 0+ is no larger than C, namely,

T ′(t) > −C (20)

We can proof this by contradiction. The maximum decreas-
ing rate of queue length is C. Thus, if T ′(t) < −C,
QM+1, · · · , QM+N will decrease at a rate of C. Meanwhile,
since G1 6 (1+αN)C

α , we have

T ′(t) > −C − αN(C +D) (21)

Substituting D = −C into (21), we have T ′(t) > −C, which
contradicts with the previous hypothesis.

Inequation (20) means that the threshold will decrease at a
rate lower than the port transmitting rate. Therefore, Qi (i =
M + 1,M + 2, · · · ,M + N) will decrease at the same rate
as that of threshold, namely, D = T ′(t). Combining (19), we
have

D = T ′(t) = − αG1

1 + αN
(22)

Substituting (22) into (18), we yield

T (t) = α

(
F0 −

G1

1 + αN
· t
)
, t = 0+ (23)

Equation (23) will hold until the queue length in port 1 hits
the threshold at time t = t1, then the packets in port 1 are
dropped, namely,

T (t1) = (R1 − C) · t1 (24)

Solving t1 from (24), we get

t1 =
αF0(1 + αN)

(R1 − C)(1 + αN) + αG1
(25)

Therefore, in port 1, packets are dropped if d1 > t1.
At time t1, the free buffer size reduces to

F1 = F0 −
G1t1

1 + αN
(26)

Thus, inequation (13) and equation (14) hold for k = 1.
b). Inductive step:
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We assume that inequation (13) and equation (14) hold for
port i (1 6 i 6M − 1).

After the queue length of port i hits the threshold at time
ti, the evolutions of queue lengths and threshold are the same
as those at time t = 0+, except that the free buffer size is Fi,
and there are Ni = N + i output ports whose queue lengths
decrease at the same rate as that of threshold. Equation (23)
can be rewritten as

T (t) = α ·
[
Fi −

Gi+1

1 + αNi
· (t− ti)

]
, t = t+i (27)

Equation (27) holds until the queue length Qi+1 hits the
threshold at t = ti+1, namely, T (ti+1) = (Ri+1 − C) · ti+1.
Then the packets in port (i + 1) are dropped. Solving ti+1,
we have

ti+1 =
α [Fi(1 + αNi) +Gi+1ti]

(Ri+1 − C)(1 + αNi) + αGi+1
(28)

Therefore, the packets in port i+1 will be dropped if di+1 >
ti+1.

At time ti+1, the free buffer size reduces to

Fi+1 = Fi −
Gi+1(ti+1 − ti)

1 + αNi
(29)

Thus, the inequation (13) and equation (14) hold for k =
i+ 1.

In conclusion, the inequation (13) and equation (14) hold
for k = 1, 2, · · · ,M .

The evolutions of queue lengths and threshold are illustrated
in Fig. 3

We also have the following theorem when
∑M
i=1(Ri − C)

is larger than (1+αN)C
α :

Theorem 3. When
∑M
i=1(Ri − C) > (1+αN)C

α , packets in
port k (k = 1, 2, · · · , L) will be dropped if

dk > tk (30)

where
tk =

α {Fk−1 + [Gk − (N + k − 1)C]tk−1}
α[Gk − (N + k − 1)C] +Rk − C

,

Fk = Fk−1 − [Gk − (N + k − 1)C](tk − tk−1),
Gk =

∑M
i=k(Ri − C)

(31)

L is the largest k such that Gk >
(1+αNk)C

α and L 6M .

The denotations and initial values of tk and Fk are the same
as those in Theorem 2. Again, we use mathematical induction
to proof this theorem.

Proof:
a). Basis: Inequation (30) and equation (31) hold for port 1

(i.e., k = 1)
In this case, the decreasing rate of threshold is larger than

the port transmitting rate. Therefore, at time t = 0+, Qk (k =
M + 1,M + 2, · · · ,M + N) will decrease at a rate of C.
Meanwhile, Qk (k = 1, 2, · · · ,M) will increase at a rate of
(Rk − C). Therefore, the threshold will change as

T (t) = α [F0 − (G1 −NC) · t] (32)

where F0 is given in (16).
Equation (32) holds until t = t1 when Q1 hits the threshold

and the packets in port 1 are dropped, namely,

T (t1) = (R1 − C)t1 (33)

Solving t1 from (33), we have

t1 =
αF0

α(G1 −NC) + (R1 − C)
(34)

Thus, the packets in port 1 will be dropped if d1 > t1.
The free buffer size at time t1 is given by

F1 = F0 − (G1 −NC)t1 (35)

Thus, inequation (30) and equation (31) hold for k = 1
b). Inductive step:
We assume that inequation (30) and equation (31) hold for

port i (1 6 i 6 L− 1).
After Qi hits the threshold at time ti, the evolutions of queue

lengths and threshold are the same as those at time t = 0+,
except that the free buffer size is Fi and there are Ni = N + i
output ports whose queue lengths decrease at the rate of C.
Thus, equation (32) can be rewritten as

T (t) = α · [Fi − (Gi+1 −NiC) · (t− ti)] , t = t+i (36)

Equation (36) holds until the queue length Qi+1 hits the
threshold at t = ti+1, namely, T (ti+1) = (Ri+1 − C) · ti+1.
Then the packets in port (i+1) begin to be dropped. Solving
ti+1, we have

ti+1 =
α[Fi + (Gi+1 −NiC)ti]

α(Gi+1 −NiC) +Ri+1 − C
(37)

Thus the packets in port (i+1) will be dropped if di+1 > ti+1.
At time ti+1, the free buffer size reduces to

Fi+1 = Fi − (Gi+1 −NiC)(ti+1 − ti) (38)

Therefore, the inequation (30) and equation (31) hold for
k = i+ 1.

In conclusion, the inequation (30) and equation (31) hold
for k = 1, 2, · · · , L.

3). Ri(i = 1, 2, · · · ,M) varies with time
Following the same way, the sufficient conditions for packet

dropping caused by micro-burst traffic and the corresponding
free buffer size can be given in this case. But we leave out
the analysis because of the limitations of space.
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Fig. 4: State transition diagram of EDT in each port.

III. EDT POLICY

Analysis results indicate that the switch buffer should be
fully utilized and the fairness constraint of DT should be
temporarily relaxed to absorb micro-burst traffic. Therefore, in
this section, we propose Enhanced Dynamic Threshold (EDT)
policy to avoid packet dropping caused by micro-burst traffic.
The basic idea is presented next, followed by details of EDT.

A. Basic Idea

EDT allows an output port to aggressively occupy buffer in
a relatively short interval when the port becomes overloaded.
Specifically, for each port, EDT has two states: controlled
state and uncontrolled state. In the controlled state, the port
threshold is determined by DT. In the uncontrolled state, the
port threshold is temporarily set to the buffer size. Fig. 4
depicts the state transition diagram of EDT in each port.
At the beginning, EDT is in controlled state. It turns into
uncontrolled state when bursty traffic arrives and the port
becomes overloaded. If the port is transmitting micro-burst
traffic, it will become underloaded after a very short time. Then
EDT will return to controlled state. If the port is transmitting
long-lived flows, EDT will return to controlled state after
a specified period. The specified period is longer than the
duration of most micro-burst traffic and much shorter than
the durations of long-lived flows.

EDT has three advantages:
1) The output port can occupy every piece of available

buffer when it becomes overloaded. Thus packets from
micro-burst traffic are dropped only when it is inevitable.

2) Buffer could be fairly shared among output ports trans-
mitting long-lived flows, because the period over which
EDT stays in uncontrolled state is very short.

3) EDT is simple enough to be implemented in high-speed
switches, as it only requires several additional timers and
counters.

The main challenge of EDT is how to recognize that the
output port becomes overloaded. From analysis, we observe
that when the output port becomes overloaded, its queue length
is increasing and no packets are dropped at the beginning, so
we use this characteristic for recognition.

B. Details of EDT

Fig. 5 illustrates the circuit diagram of EDT added to
each output port. Inputs of this diagram are enqueue signal,
dequeue signal, and packet dropping signal generated by each
logic output queue of the port. A pulse is generated on
them whenever a packet is enqueued, dequeued, and dropped
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Fig. 5: Circuit diagram

respectively to and from the queue. The output in this diagram
determines whether EDT is in uncontrolled state. T1 and T2
are countdown timers, and they begin to count down from
their default values once they are enabled. C1 and C2 are
counters, and they increase or decrease their values for every
input pulse. Next, we’ll show the designing details of these
timers and counters one by one.
T2 is used for controlling the period over which EDT stays

in uncontrolled state.1 It begins to count down when its trigger
pin receives a pulse signal, and stops when its value reaches
0. When T2 is counting down, its output pin is set to 1 which
signals EDT to set the threshold of this port to the buffer size.
And when it reaches 0, its output pin is set to 0 to signal
EDT to return to the controlled state. The default value of T2
should be longer than the duration of most micro-burst traffic
and much smaller than the durations of long-lived flows (e.g.
10ms).
C2 is used for identifying that the output port becomes

overloaded. It works when EDT is in the controlled state. It
increases for each pulse on enqueue signal and decreases for
each pulse on dequeue signal. Therefore, its value represents
for the queue length increment. When it reaches its counting
number, EDT will change into the uncontrolled state, and a
pulse will be output to notify T2 to start counting, then C2 will
restart counting from 0. The counting number influences the
sensitivity of identifying overloaded state. On the one hand, if
this value is too huge, T2 will not be triggered until the packets
from micro-burst traffic are dropped. On the other hand, if this
value is too tiny, T2 will be triggered frequently, which results
in unfairness among output ports transmitting long-lived flows.
Thus C2 should obey the following three rules:

Rule 1: C2 works only when the port becomes overloaded.
Rule 2: C2 reaches its counting number before packets are

dropped.
Rule 3: The counting number should be as large as possible

on the premise of following Rule 2.
From Fig. 3, we notice that when a port becomes overloaded,
its queue length is increasing and no packets are dropped at
the beginning. Therefore, we let C2 reset itself whenever a

1To simplify the implementation of the solution, we only use a timer here.
However, this might be sub-optimal. We’ll improve it in our future work.



packet is dropped to obey Rule 1. Let the counting number of
C2 be cn2. Then cn2 should satisfy the following inequality
to obey Rule 2:

cn2 6 (R− C) · t1 (39)

Meanwhile,

(R− C) · t1 > lim
R→∞

[(R− C) · t1]

=
αB

(1 + αN)(1 + αM)
(40)

>
4αB

(2 + αP )2

where P is the number of switch ports. Thus cn2 should satisfy
inequality

cn2 6
4αB

(2 + αP )2
(41)

To obey Rule 3, we can set cn2 = 4αB
(2+αP )2 .

T1 is used for making sure that T2 is triggered only by bursty
traffic. Because if the arriving rate of micro-burst traffic is too
low, no packets will be dropped. Uncontrolling queue length
in such scenario is unnecessary and may cause unexpected
results. Therefore, it’s essential to add bursty traffic detection
to EDT. T1 works as follows. When C2 begins to increase,
T1 begins to count down from its default value as well. If the
value of C2 has not reached its counting number yet when T1
reaches 0, a pulse is sent to C2 to notify it to reset itself. If
the value of C2 reaches its counting number before T1 reaches
0, T1 is reset. In this way, T2 is triggered only by bursty
traffic. Unlike T2, T1 keeps working all the time. Its default
value is given as follows. No packets are dropped when the
arriving traffic duration (denoted by d) satisfies the following
inequality:

d < t1 =
αB

[1 + α(M +N)] (R− C)
(42)

Equation (42) can be rewritten as

R− C <
αB

[1 + α(M +N)] · d
(43)

Meanwhile,

αB

[1 + α(M +N)] · d
>

αB

(1 + αP ) · d
(44)

Thus, the packets will not be dropped if

R− C <
αB

(1 + αP ) · d
(45)

If the period over which C2 increases from 0 to cn2 is denoted
by tc2, then packets will not be dropped if

tc2 >
cn2

αB/ [(1 + αP ) · d]
=

4(1 + αP )

(2 + αP )2
· d (46)

where d is longer than the duration of most micro-burst traffic.
Thus the default value of T1 should be set to 4(1+αP )

(2+αP )2 · d.
C1 is used for identifying that the output port returns to the

underloaded state. On the one hand, the queue length will not
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Fig. 6: Evolutions of queue lengths when N = 2, M = 1

keep increasing all the time when the output port is overloaded,
since the port is transmitting packets at the same time. Thus
the shape of queue length evolution curve is like a sawtooth.
On the other hand, if a few packets are dequeued without
any new arrivals in the queue, EDT should be able to judge
that the port is underloaded. Therefore we use C1 to record
the number of successive dequeued packets. Specifically, it
increases when a packet leaves from the queue and resets
itself when a packet enters into the queue in the buffer. When
C1 reaches its counting number, a pulse is sent to reset C2.
The counting number of C1 is set depending on the network
environment. It should usually be between 2 and 10.

IV. SIMULATION AND EVALUATION

In this section, we compare the performances of DT and
EDT by simulations on ns-2 platform [21]. We use three
metrics for evaluating:
• Buffer utilization when packets from micro-burst traffic

are dropped
• The ability to absorb micro-burst traffic
• Fairness among output ports transmitting long-lived flows
We consider a 16-port 1Gbps switch with 1MB shared

memory. When a port is overloaded, the arriving rate of traffic
is 2Gbps. Packet size is fixed to 850B — the average packet
size in data center networks [2]. Inferred from [13], we set α
to 1 so that DT performs well. The counting number of C1

is set to 3. The default value of T2 is set to 10ms. According
to the above guidelines about parameter settings, the counting
number of C2 is 14 and default value of T1 is 2.1ms.

A. Deterministic Scenario

In deterministic scenario, N output ports are overloaded and
have reached their steady states. Meanwhile, M output ports
begin to transmit micro-burst traffic and become overloaded.

Firstly, to show how EDT works, we set the duration of
micro-burst traffic to 6ms and let N = 2, M = 1. The queue
length evolution of each output port is shown in Fig. 6. Port
3 begins to transmit micro-burst traffic at t = 0.15s and
finishes transmission 6ms later. In DT switches, packets in
port 3 are dropped immediately after the arriving of micro-
burst traffic. In comparison, in EDT switches, port 3 can take
over as much buffer as possible at the beginning and other
ports will make way for it temporarily. When port 1 and port
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2 become overloaded, they can also take over as much buffer
as possible at the beginning. However, after 10 milliseconds,
timeout happens and their queue lengths are restricted. This
period is very short compared with the duration of a long-lived
flow, which is usually in the order of seconds.

The buffer utilization for different Ns and Ms when packets
from micro-burst traffic are dropped is shown in Fig. 7. In DT
switches, the utilization decreases as the number of overloaded
ports decreases. In the worst case, the utilization is only 50.0%.
Compared to it, in EDT switches, the utilization is 100% for
all Ns and Ms, which implies that packets are dropped only
when it is inevitable.

Fig. 8 illustrates the packet loss rate of micro-burst traffic as
a function of its duration when N = 2 and M = 1. Apparently,
the condition given by theorems in Section II agrees with the
simulation result. Moreover, in DT switches, packet dropping
caused by micro-burst traffic happens when the micro-burst
traffic duration reaches 2ms. While in EDT switches packet
dropping won’t happen until the duration is longer than 8ms.
Note that when the duration is 2ms, the traffic size is 2ms×
2Gbps = 0.5MB and it only needs 0.25MB switch memory,
while packets are dropped in DT switches with 1MB buffer in
this scenario. On the other hand, when the duration is 8ms, the
traffic size is 8ms× 2Gbps = 2MB and it needs 1MB switch
memory. Packet dropping is inevitable in this scenario.

Finally, we evaluate the fairness among output ports trans-
mitting long-lived flows. The unfairness happens when an
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Fig. 9: Queue length CDFs with different durations of long-
lived flows

output port transmitting long-lived flows becomes overloaded,
because the port can occupy much more buffer than other
ports at that time. Therefore, we consider a scenario that a
port becomes overloaded while other ports have reached their
steady states. All of them are transmitting long-lived flows
when they are overloaded, and the traffic arriving rate in each
port is 2Gbps. The CDF of queue length in each port is shown
in Fig. 9, where port 3 corresponds to the newly overloaded
port. Apparently, EDT is fair when the durations of long-lived
flows are 500ms and much fairer when the durations reach 1s.

B. Stochastic Scenario

Next, we evaluate DT and EDT in a stochastic scenario. In
this scenario, there are two kinds of traffic in each output port:
background traffic and micro-burst traffic. We use Possion
model to simulate background traffic and use exponential
On/Off model to simulate micro-burst traffic. In exponential
On/Off model, packets are generated at a constant rate of
2Gbps during “on” periods. Both “on” and “off” intervals
follow exponential distribution. The average “on” and “off”
period is set to 3ms and 191ms, respectively. The average ar-
riving rate of background traffic is 0.33Gbps, so that utilization
of each output port is 50% and the total background traffic size
is 2 times that of micro-burst traffic.

Firstly, we evaluate DT and EDT by whether the buffer
is fully utilized when packets from micro-burst traffic are
dropped. Fig. 10 illustrates the average buffer utilization for
different micro-burst durations. In DT switches, buffer is fully
utilized only when the micro-burst traffic duration is shorter
than 2ms. The buffer utilization is only 51% when the duration
is longer than 3ms. In comparison, in EDT switches, buffer is
fully utilized for almost all micro-burst traffic.

Enabling buffer to be fully utilized could make more micro-
burst traffic absorbed. Fig. 11 illustrates the ratio of lossless
micro-burst traffic for different micro-burst traffic durations.
In DT switches, none of micro-burst traffic can be transmitted
without packet dropping when its duration is longer than 3ms.
Compared with it, in EDT switches, over 95% of micro-burst
traffic can be absorbed when the duration is shorter than 5ms.
However, for micro-bursts whose durations are shorter than
2ms, EDT performs a little worse than DT. This is because
when micro-burst appears in multiple ports simultaneously, the
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earlier appearing one will benefit more. However, this special
case rarely happens (less than 2% in this scenario), because
the duration of micro-burst traffic is very short.

Finally, we evaluate the fairness among switch ports. We
select 3 ports and illustrate their queue length CDFs in Fig. 12,
which implies that the queue lengths have similar distributions.
Therefore, fairness among these ports is well promised. The
queue length CDFs of other ports are similar.

V. CONCLUSION

Micro-burst is a common traffic pattern in data center
networks. Packet dropping caused by micro-burst is usually
unacceptable, and thus needs to be avoided. However, we find
that packets from micro-burst traffic are dropped even though
there is free buffer space in DT switches. We theoretically
deduce the sufficient conditions for packet dropping caused by
micro-burst traffic and estimate the corresponding free buffer
size. The results show that the free buffer size is negatively
correlated to the number of overloaded ports. And in order to
ensure fair sharing of switch buffer among all ports, packets
are dropped even when the micro-burst traffic size is far
smaller than the buffer size. We propose EDT policy guided by
the conclusions obtained from theoretical analysis. EDT can
absorb micro-burst traffic as much as possible by fully utilizing
the buffer and temporarily relaxing the fairness constraint.
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