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ata centers are pools that provide large volumes of
compute and storage resources to support today’s
Internet services. They can be classified into two
main types according to their functions. One type

aims to provide online services to customers, such as the
Google search engine, Facebook, and Yahoo!. The other type
offers resources to users on a pay-as-you-go model, such as
Amazon EC2 and Microsoft Azure.

Data centers have many unique features.
• Multiple paths. To support intensive communication among

servers and provide strong fault tolerance, multiple paths
between any two servers are provided in many recently
designed data center infrastructures.

• Small propagation delay. Data centers are commonly locat-
ed in close proximity; the propagation round-trip delay is
on the magnitude of microseconds instead of the millisec-
onds in traditional Internet.

• Mixture of long and short flows. The traffic in data centers
consists of a large proportion of latency-sensitive mice flows
and a small proportion of elephant flows. User experience
of online services primarily depends on the response time
of short flows. Thus, it is important to reduce the latency
for short flows while keeping high throughput for long
flows.

• Special communication pattern. Many-to-one or many-to-
many communication patterns widely exist in computing
systems (MapReduce, Dryad, Spark), distributed file stor-
age systems, and web applications that are designed based
on partition/aggregation workflow.

• Virtualization. To flexibly allocate resources, isolate ser-
vices, reduce the cost of system maintenance, and so on,
virtualization is largely used in cloud data centers.

• Unified fabric. To improve asset utilization and reduce capi-
tal expenses, Ethernet is being enhanced as a unified data
center fabric that supports IP communication traffic, stor-
age data, and high-performance computing traffic. To sup-
port the three types of traffic, some new technologies are
developed, such as quantized congestion notification
(QCN) and priority-based flow control (PFC).
These features pose lots of challenges to both types of data

centers; for example, the TCP incast problem caused by the

many-to-one traffic pattern, large latency of online queries,
TCP performance deterioration in virtualized data centers,
and malicious users in multi-tenant data centers. Much work
has been done to address these challenges. In this survey, we
mainly focus on the problems related to the transport layer.
Regarding each problem, we introduce the background and
causes, present the existing solutions, and discuss the chal-
lenges and opportunities.

TCP Incast
Background and Causes
The incast communication pattern can be described as fol-
lows: many senders transmit data to a single receiver in units
of data blocks, and no sender can transmit the next data block
until all the senders finish transmitting the current data
blocks. This kind of transmission is called barrier synchronized
transmission in [1].

The TCP incast problem widely exists in today’s data cen-
ters:
• In distributed storage systems. Numerous data are stored in

many distributed nodes, such as BigTable or HBase. When
a client retrieves data, parallel access to some of these dis-
tributed nodes is needed.

• In data-intensive scalable computing systems, such as
MapReduce, Dryad, and Spark. These systems quickly deal
with large amounts of data by parallel processing across
many servers. Thus, all-to-all or many-to-one transmissions
are needed to transfer data between nodes. Data-intensive
applications have been increasing in various fields, includ-
ing web-search, e-commerce, and social networks.

• In partition/aggregation workflows. In most large-scale web
applications, every requested task is broken into small
pieces and assigned to the workers in the lower layer. Then
the responses from multiple workers are transmitted to the
aggregator and generated into the final search result. This
partition/aggregation design naturally incurs a many-to-one
communication pattern.
In the incast communication pattern, if the block size is

large enough, TCP works normally without throughput col-
lapse [2]. The main difference between the barrier synchro-
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nized transmission and normal transmission is that the senders
in the former pattern have to wait for each other at the
boundaries of each data block. Such synchronization incurs
two kinds of timeouts at the boundaries of data blocks that
dramatically decrease throughput. This does not happen in
normal TCP flows [3].

Existing Solutions
The TCP incast problem is attracting much attention due to
its wide existence in cloud applications and dramatic perfor-
mance deterioration. Three kinds of solutions have been pro-
posed to address the problem.

Revising TCP — V. Vasudevan et al. proposed reducing the
minimum retransmission timeout period (RTOmin) of TCP
from 200 ms to about 2 ms to decrease the link idle time
caused by lots of timeouts [4]. By leveraging the fact that
there is only one receiver in the incast communication pat-
tern, ICTCP [1] controls the sender rates through setting
proper TCP receive window(rwnd) and thus reduces the num-
ber of timeouts.

Replacing TCP — To solve the TCP incast problem, Face-
book replaces TCP with UDP and shifts the burden of relia-
bility to the application layer. Some other new transport
protocols, which mainly focus on reducing latency [5, 6], can
also alleviate the performance deterioration of the TCP
incast problem.

Solving TCP Incast at Other Layers — A. Phanishayee et al.
pointed out that enabling Ethernet flow control would be
helpful to improve the goodput in the incast communication
pattern. Y. Zhang et al. investigated the performance of
QCN in the incast communication pattern and found that
the performance is not good due to the unfairness among
different flows. Thus, fair QCN (FQCN) is proposed to
improve the fairness of multiple flows sharing one bottle-
neck link [7]. 

Challenges and Opportunities
Challenges — The TCP incast problem is related to many
factors, including network parameters, such as the switch
buffer size, link capacity, and number of senders, as well as
the barrier synchronized transmission imposed by the appli-
cation layer. Traditional congestion control at the transport
layer only needs to fairly transfer more packets for each
flow. However, barrier synchronized transmission in the
incast communication pattern requires that the congestion
control mechanisms take the interactions of all connections
into consideration.

Opportunities — Data centers are generally managed by a sin-
gle organization, which provides the opportunity to design a
novel transport protocol from a clean slate to solve the prob-
lems caused by TCP. Since the throughput collapse in the
TCP incast problem is caused by a large number of timeouts,
one possible direction is to design a lossless transport protocol
to radically eliminate the timeouts. The lossless congestion
control mechanisms designed for other networks, such as
asynchronous transfer mode (ATM) and infiniband, could be
used for reference. The other direction is to set a proper
delay value for each flow (e.g., by the receiver) and design
delay-guaranteed transport protocols to avoid the throughput
collapse. There is some literature that aims to guarantee the
flow latency. If the synchronized incast flows have the same
latency, they could be completed near the same time with pro-
tocols that guarantee flow latency.

Latency
Background and Causes
Low latency is a critical requirement of companies that pro-
vide online services. User experience is negatively impacted by
large latency. Amazon found that every 100 ms of latency
costs them 1 percent in sales [8]. Google found an extra 0.5 s
in search page generation time dropped traffic by 20 percent
[9]. Also, larger latency may severely affect the business. A
broker could lose $4 million in revenue per millisecond if
their electronic trading platform is 5 ms behind the competi-
tion [10].

One important factor that causes large latency in today’s
web applications is service dependent latency. After Facebook
receives an HTTP request for a web page, the application
server has to make an average of 130 internal requests inside
the Facebook site as part of generating the HTML for the
page. The internal requests are sequentially dependent, which
causes a large cumulative latency. Amazon also reports that it
needs 100–200 requests to generate HTML for each page
[11]. Since later requests need the results generated by the
earlier requests, the communication between servers to trans-
fer data will cost a lot of time. Therefore, reducing the com-
munication latency between servers plays an important role in
improving the speed of web applications.

Discussion of the latency caused by the service framework
is beyond the scope of this article. From the network view, the
main cause of large latency is queue buildup. The propagation
round-trip delay in data centers only takes dozens of microsec-
onds. However, queue buildup can lead to dozens of millisec-
onds of latency [6]. The widely used TCP protocol only
provides fair bandwidth sharing; obviously, it cannot satisfy
the delay requirements of flows.

Existing Solutions
Large queue buildup in data center networks causes short
flows to suffer large latency. Therefore, DCTCP [6] employs
the early congestion notification (ECN) mechanism to control
the queue length within a small value in order to reduce the
latency of short flows. However, this method only decreases
the latency of short flows; it cannot guarantee specific delay
requirements and does not provide differentiated services for
flows with different delay requirements.

Afterward, several mechanisms have been proposed to
guarantee delay requirements. There are two main classes.
One class attempts to compute the flow rate according to the
delay information of the flows [5, 12]. D2TCP extends the
window evolution function of DCTCP. The flows with smaller
remaining delay will obtain higher rates. In D3, the end hosts
compute the desired rate for each delay-sensitive flow accord-
ing to the flow size and deadline, then convey the computed
rates to the switches. The switches allocate the output link
capacity to each flow based on the collected rate values and
the number of flows. The flows without deadline fairly share
the spare bandwidth. The senders of flows need to send their
desired rates to the switches periodically, which brings some
overhead. 

The other class reduces the latency for delay-sensitive flows
through priority-based scheduling at the switches [13–15].
PDQ enables flow preemption to approximate shortest job
first (SJF) and earlier deadline first (EDF) policies. PDQ bor-
rows ideas from centralized scheduling disciplines and imple-
ments them in a fully distributed manner, making it scalable
to today’s data centers [13]. DeTail is a cross-layer mecha-
nism, with congestion-aware packet-level routing and the pri-
ority queue mechanism in the link layer. PFC reduces the
latency of flows [14]. In pFabric, the end hosts put a priority
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in each packet header. The switch always sends the packet
with the highest priority and drops the packet with the lowest
priority [15].

Challenges and Opportunities
Challenges — User experience of online data-intensive ser-
vices in data centers largely depends on latency. Thus, service
providers have to focus not only on the average flow comple-
tion time, but also on the tail of the latency distribution, such
as the 95th or 99th latency percentile of the distribution [14].
Guaranteeing the tail latency is quite challenging due to the
varying computing demands of different queries. Some exist-
ing techniques, such as SJF scheduling, focus on reducing the
average flow completion time instead of reducing the tail of
latency.

Opportunities — First, data centers provide more abundant
bandwidth in the form of multiple paths. Making full use of
the redundant bandwidth will be helpful to reduce the flow
latency.

Second, converged enhanced Ethernet (CEE) seeks to
become a unified fabric of LAN, storage area networking
(SAN), and high-performance computing (HPC). Some new
link layer protocols with enhanced functions have been
designed. It is possible to employ them to reduce the latency.

Third, current methods of reducing or guaranteeing latency
generally need the flow size in advance. However, in practice,
the size of a flow might not be available at the establishment
phase. Therefore, designing a mechanism of reducing average
flow completion time without knowing the flows sizes at the
start of a connection is a possible direction.

Finally, online data-intensive services are a relatively new
kind of workload. Each response is computed over huge
amounts of data across many servers. Thus, the response time
depends on many factors. Besides reducing the transmission
delay, we can also reduce delay in terms of decreasing data
access time, such as replacing disks with RAM [16], or design-
ing a better service model to reduce the number of steps in
generating a response.

Transport Problems in Virtualized Data
Centers
Background and Causes
Virtualization is a key technology which helps data centers
provide cloud services, such as software as a service (SAAS),
platform as a service (PAAS), and infrastructure as a service
(IAAS). The employment of virtual machine (VM) consolida-
tion offers better server utilization, service isolation, and
lower system maintenance cost. However, virtualization also
changes the environment where protocols run. One problem
attracting a lot of attention is the impact of virtualization on
transport layer protocols. The measurement study of the
Amazon Elastic Cloud Computing (EC2) data center [17]
shows that virtualization dramatically deteriorates the perfor-
mance of transport layer protocols. The throughput of both
TCP and UDP becomes unstable. The end-to-end delay of
packets is large even if the network load is light.

The essential reason for the unstable throughput and large
delay is the large scheduling latency of hypervisors. In data
centers, the propagation round-trip delay is within 1 ms. How-
ever, as more VMs are created in the same host machine, the
waiting time for a VM to be scheduled by the hypervisor to
access the core/CPU increases. Such scheduling latency can be
as high as tens or hundreds of milliseconds [18], which is larg-
er than the propagation delay. Thus, the last hop between the

hypervisor and VMs becomes the bottleneck of the end-to-
end transmission.

Existing Solutions
To mitigate the negative effect of the large scheduling latency,
vSnoop and vFlood are proposed to solve the problem at the
receiver and sender side of TCP, respectively. In vSnoop [18],
a module is placed within the driver domain to generate
acknowledgments (ACKs) on behalf of the receiving VM.
Thus, the sender can get the feedback more quickly and thus
ramp up faster. In vFlood [19], the congestion control func-
tionality of TCP is offloaded to the driver domain. The driver
domain handles congestion control on behalf of the VMs. The
VMs will flood packets to the driver domain. However, when
the number of connections on the same host increases, a larg-
er buffer is required in the driver domain to accommodate the
TCP packets from all the VMs located on the same physical
host.

Challenges and Opportunities
Challenges — The virtual switch moves networking into the
server realm. Traditionally, the network and server are stud-
ied by different groups. However, solving the network prob-
lem in virtualized data centers requires detailed knowledge of
both the server and network, which is quite challenging.

Besides, the large scheduling latency impacts the applicabil-
ity of some protocols designed for data centers. For example,
pFabric [15] leverages the fact in data centers that the product
of bandwidth and round-trip time is quite small, and designs a
prioritized scheduling mechanism to satisfy the delay require-
ments of flows. However, it possibly does not apply to virtual-
ized data centers with quite large RTT unless the scheduling
latency of the hypervisor can be eliminated or largely reduced.

Opportunities — The maximum throughput of a flow is gener-
ally clamped by the bottleneck switch along the routing paths.
Hypervisors at end hosts can be treated as a virtualized
switch. Although it is hard for network providers to improve
the performance of a hardware switch, it is possible to design
mechanisms to improve the switching speed of the software
switch. There are two possible directions. One is reducing the
scheduling latency as vSnoop and vFlood do. The other one is
eliminating the scheduling latency, that is, the packets do not
pass through hypervisor, but are directly transmitted to VMs. 

Bandwidth Sharing in Multi-Tenant Data
Centers
This section focuses on the performance of one flow in virtu-
alized data centers. Here we discuss the problem of allocating
bandwidth to different tenants.

Background and Motivation
The technology of VM means that cloud data center providers
can easily allocate CPU and memory to multiple tenants.
However, bandwidth sharing is still a challenging problem.
How should VMs share the network bandwidth? Does tradi-
tional fair sharing still work? Or should the bandwidth be
allocated according to payment or other metrics? If we know
the bandwidth requirements of different tenants or VMs, how
can they be guaranteed? In eyeQ [20], the authors point out
that the tenants would like to have predictable performance,
as if the network allocated to them were dedicated. Clearly,
the fair sharing bandwidth allocation of AIMD could not sat-
isfy this requirement. Besides, TCP does little to isolate ten-
ants from one another. Malicious applications can consume
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ants from one another. Malicious applications can consume
most of the network capacity. Since the number of tenants is
quite large, and their bandwidth requirements could vary
widely, it is not practical to use the existing router mecha-
nisms, such as weighted fair queuing or reservation, to allo-
cate bandwidth.

Existing Solutions
The bandwidth sharing mechanisms in multi-tenant data cen-
ters can mainly be classified into two categories. One is per
tenant sharing. The other one is per VM sharing. 

SeaWall [21] aims to provide performance isolation in
multi-tenant data centers. Each entity, such as a VM, process,
or collection of port numbers, that can be any traffic source
confined to a single node is assigned a weight. The hypervisor
allocates bandwidth for them according to the values of their
weights. It is work-conserving since if an entity takes less band-
width than it is allocated, the remaining bandwidth is allocated
to other entities. However, how to automatically assign a prop-
er weight value to each entity or change the weight values of
current entities after new entities come is still a challenging
problem, especially when the number of entities is quite large.

EyeQ [20] is motivated by the output queued switch, which
eliminates the congestion by some scheduling mechanisms. It
treats the whole network as a giant switch and conducts con-
gestion control at the edge switches. EyeQ provides a mini-
mum bandwidth guarantee to VMs by trading off a small
fraction of the access link bandwidth. Therefore, eyeQ can
avoid malicious tenants aggressively grabbing more band-
width. However, it cannot eliminate in-network congestion.

FairCloud [22] first proposes a set of properties that the
network sharing mechanism should have, and identifies a key
trade-off between the ability to share congested links in pro-
portion to payment and the ability to provide minimal band-
width guarantees to VMs. Then it presents three allocation
policies that provide minimum bandwidth guarantees and
achieve better proportionality than existing solutions do. 

Challenges and Opportunities
Challenges — The novel problem of allocating bandwidth to
multiple tenants rises with the development of public cloud
data centers and the pay-as-you-go model. Therefore, how to
properly and clearly define the problem is quite critical. How-
ever, the definition is related to the requirements of cus-
tomers and the profit of the service providers, which makes
the problem definition quite challenging.

Opportunities — The first opportunity of this problem is to
design new principles of sharing bandwidth among tenants or
VMs. How bandwidth is shared directly impacts the tenants’
quality of experience as well as the bandwidth utilization of
cloud data centers. The principle could be related to the ser-
vice model. For example, if differentiated services are provid-
ed to customers, it is necessary to provide prioritized
bandwidth allocation for different kinds of tenants. 

Once the principles are clearly defined, the corresponding
solutions can be devised from different perspectives. Assigning
proper global weight values is the first important step in provid-
ing different bandwidth values for tenants. The weight values
directly determine the bandwidth allocation results. However,
each entity does not know the weight values of the other enti-
ties. Then some local information could be used to determine a
global effective weight value. For example, one simple method
is using the bandwidth requirement as the weight value.

In terms of allocating bandwidth according to the weight
values, switch mechanisms or congestion control mechanisms
at the end host could be employed. There are some existing

switch mechanism that support weighted fair share, such as
Weighted Fair Queueing (WFQ) and Worst-Case Fair
Weighted Fair Queueing (WF2Q).  Since modifying switch
functions incurs large cost, it is more practical to investigate
whether the technologies supported by current switches could
be directly used. At the end hosts, only a little work has been
done to share bandwidth among entities. The typical work,
SeaWall [21], designed a hypervisor-based congestion control
mechanism to support weighted bandwidth sharing among
flows. FairCloud [22] also states that they will implement their
allocation policies using Seawall’s mechanism. However, Sea-
Wall does not provide performance predictability [23]. It is a
good opportunity to design more effective congestion control
mechanisms that support weighted bandwidth sharing.

Underutilization of Redundant Bandwidth

Background and Existing Solutions
Widespread use of distributed applications in data centers
makes the aggregation layer and core layer of data center
infrastructures often become bottlenecks. To address this
problem, a number of new data center topologies with multi-
ple paths are proposed. Flow-level random routing is a typical
algorithm to utilize the multiple paths. However, since the
flow size varies largely, flow-level random routing fails to bal-
ance load well. Possibly paths with several long flows become
hotspots, while other paths are still idle.

MPTCP [24] takes advantage of multiple parallel paths
between a pair of end nodes routinely found in data center
environments. One flow is split into several subflows among
the parallel paths. The rate of each subflow is dynamically
adjusted according to the congestion information of the path.
MPTCP provides higher fault tolerance ability since one flow
will not terminate even if a path is broken. 

Challenges and Opportunities
MPTCP will possibly bring out-of-order packets since the
packets of a flow are transmitted along different paths. DeTail
[14] points out that out-of-order packets are not a problem:
the end hosts can use large buffer to accommodate them.
However, if the number of subflows is large and the link
capacity is high, the end hosts may not have enough buffer to
accommodate all of the out-of-order packets. Thus, how to
utilize the redundant bandwidth while avoiding out-of-order
packets is challenging, and is also a possible future research
direction.

Like TCP, MPTCP still provides fair bandwidth allocation.
However, the applications in data centers may have specific
performance requirements, such as small latency and/or guar-
anteed bandwidth. Thus, how to extend MPTCP to provide
differentiated services is another possible future research
direction.

TCP in CEE
Background
It is economic to design a unified data center network infras-
tructure for communication traffic, data storage, and high-per-
formance computing data. Due to the widespread and easy
management features of Ethernet, CEE becomes a potential
candidate for the unified infrastructure. Two key features of
CEE are 802.1Qbb PFC and 802.1Qau QCN. PFC provides
priority-based flow control, while QCN provides congestion
control in the link layer. However, how does TCP perform
over CEE networks? Can TCP cooperate well with the link
layer protocol? D. Crisan et al. studied the performance of
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TCP over CEE [25]. They chose three data center workloads
and three TCP variants, and conducted both simulations and
experiments. The results show that PFC benefits TCP, while
TCP performance over QCN highly depends on the type of
workload and the communication pattern.

Opportunities
The mechanims provided in CEE have been employed to
solve some problems faced by TCP. For example, QCN is
modified to fairly allocate bandwidth to each flow and thus
solve the TCP incast problem [7]. DeTail makes use of the
PFC mechanism to give priority to delay-sensitive flows and
thus satisfy their latency requirement. Since the link layer pro-
vides new functions, it is desirable to make full use of them to
solve the existing problems and provide better services.

Besides, the cooperation of TCP and the congestion control
mechanisms in the link layer is a very important issue in CEE.
However, only a little work has been done on it. There is still
much space to cover.

Conclusion
In this work, we present a survey of six problems related to
the transport layer in data center networks, including through-
put collapse in the incast communication pattern, large laten-
cy suffered by flows, abnormal performance in virtualized data
centers, bandwidth sharing in multi-tenant data centers,
underutilization of redundant bandwidth, and cooperation of
TCP and link layer mechanisms in CEE. We describe why
each problem happens, review current solutions, and discuss
the challenges and opportunities, hoping the article can shed
light on the research in this field.
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