
Modeling and Improving TCP Performance
over Cellular Link with Variable Bandwidth

Fengyuan Ren, Member, IEEE, and Chuang Lin, Senior Member, IEEE

Abstract—To facilitate a viable evolution of cellular networks toward extensive packet data traffic, the High Speed Downlink Packet

Access (HSDPA) technology is introduced. The various link adaptation techniques employed by HSDPA augment the bandwidth

variation, which is identified as one of the most important factors resulting in the deterioration of TCP performance. In this paper, we

firstly build an analytical model of TCP throughput to explain why the bandwidth variation degrades the TCP performance.

Subsequently, a split-connection Window Adaptation TCP Proxy is proposed to improve the TCP throughput in HSDPA networks. To

use the precious cellular link resources sufficiently, the length of the queue in Node-B is intentionally kept around the reference value

through adaptively adjusting the sending window size of TCP proxy based on the dynamic values of varying bandwidth. Since both the

disturbance caused by bandwidth variation and the feedback delay are prone to lead an unstable queue system, the robust sliding mode

variable structure control theory is employed to design the proper control law to weaken the impact of noise and delay on the stability of

the queue system in Node-B. The theoretical analysis and the enhanced scheme are verified through simulation experiments. The

simulation results show that our TCP proxy is able to resist against bandwidth oscillation and improve the cellular link utilization.

Index Terms—TCP performance, link rate variation, variable structure control, HSDPA networks.

Ç

1 INTRODUCTION

THIRD generation (3G) wireless cellular networks are
increasingly being deployed throughout the world and

wireless data services are anticipated to grow rapidly in the
coming years, which will probably become a dominant
source of traffic load in the 3G cellular networks. Therefore,
efficient provisioning of the expected diverse data services
is considered a key factor for the success of 3G networks.
Since the vast majority of data applications rely on the
Transmission Control Protocol (TCP), optimizing TCP
performance over 3G networks constitutes a significant
research issue.

This issue was first studied through real experiments in

[1] and the experimental results show that TCP suffers

significant throughput degradation if a wireless link is

included in the end-to-end connection. Recently, the impact

of wireless link bandwidth variation on TCP performance is

specifically examined in [2], [3], [4], [5], [6], and [35].
As is well known, bandwidth oscillation readily occurs

in 3G cellular networks, such as UMTS and CDMA2000. On

the one hand, the physical link rate always varies due to

signal fading and other radio phenomenon in cellular

networks. On the other hand, the High Speed Downlink

Packet Access (HSDPA) technology is introduced for high

speed data access and various link adaptation techniques

employed by HSDPA augment the bandwidth variation. In

addition, dynamic resource sharing among concurrent data

users is required in 3G networks; originally designed for the
maximal resource utilization among multiple users, the
channel-state-based scheduling mechanisms also result in
variations of the bandwidth available for TCP connections
in the transport layer. This available bandwidth oscillation
was identified as one of the most important factors of TCP
throughput degradation [4], [6].

Since such many factors can lead to bandwidth variation,
the TCP throughput degradation due to wireless link
bandwidth variation is a complicated research issue. Two
specific open problems related to this issue come into the
focus of academic research: to what extent the performance
of transport protocols can be optimized in the presence of
bandwidth variation, and to what extent wireless link-level
mechanisms for bandwidth adaptation can be designed to
take into account the transport protocols running over these
links [7]. A better understanding of these problems will
certainly help in designing an optimized solution, which in
turn will make significant contributions to the performance
of user-perceived data applications.

In this paper, we focus on the aforementioned open
issues. First, to gain insights into how bandwidth variation
degrades the TCP performance, we build an analytical
model to accurately estimate the TCP throughput over the
wireless link with variable bandwidth. This theoretical
analysis demonstrates that spurious timeout is one of the
dominant factors in deteriorating TCP performance. Subse-
quently, based on the split-connection approach, we
propose a new TCP enhancement solution called Window
Adaptation TCP Proxy to maximize TCP throughput in
UTMS-HSDPA networks. Our TCP proxy employs a
dynamic window adjusting scheme to adapt effectively to
bandwidth variations. The length of the queue associated
with the cellular link is purposely kept around the reference
value, and then both buffer overflow and empty queue can
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be avoided. Thus, the cellular link is sufficiently utilized
and TCP throughput is improved. In addition, different
from most of the existing work, such as [2], [3], [4], and [33],
which are based on the deterministic methods, our
investigation emphasizes the random feature of bandwidth
variations, where the analysis and design approaches in the
stochastic robustness control theory are used.

The remainder of the paper is organized as follows: The
simplified architecture of UMTS-HSDPA network, its
technical features, and the sliding mode variable structure
(SMVS) control theory are introduced in Section 2, along
with the related work. In Section 3, the performance model
is developed to explain why the bandwidth oscillation
degrades the TCP throughput, and the motivation of our
design scheme is presented. In Section 4, the architecture of
window adaptation TCP proxy and its features are
described. Subsequently, the control algorithm is designed
to dynamically regulate the sending window size of TCP
proxy, and the guidelines toward parameter setting are
presented. In Section 5, our TCP Proxy is validated and its
performance is compared with the standard TCP through
simulation experiments. The impact of parameters on
performance is discussed, and the suggestions for para-
meter configuration are summarized. Finally, the conclu-
sions are drawn in Section 6.

2 BACKGROUND AND RELATED WORKS

2.1 UMTS-HSDPA Network

First, we provide an overview of UMTS-HSDPA networks,
which is helpful for achieving a considerable comprehen-
sion of our investigation in this paper. An illustrative UMTS
network topology is depicted in Fig. 1a. The functionality is
divided into three main domains: User Equipment (UE),
UMTS Terrestrial Radio Access Network (UTRAN), and
Core Network (CN). The Core Network provides switching
and routing for user traffic, and comprises two basic nodes:
Serving GPRS Support Node (SGSN) and Gateway GPRS
Support Node (GGSN). The latter provides access to
external networks, such as the Internet. UTRAN consists

of Node-B and RNC, and is responsible for providing the
UEs with access to the CN, as well as managing the radio
resources. After receiving IP packets, the SGSN will
forward them to the appropriate Node-B through the
intermediate RNC, where the IP packet is fragmented into
a number of radio frames. The corresponding protocol
stacks of UMTS are described in Fig. 1b. TCP/IP protocol
suite and applications are located both at the UE and the
end host. UDP/IP are used to transport traffic and signaling
message among GGSN, SGSN, and RNC. The main function
of Packet Data Convergence Protocol (PDCP) is header
compression, which improves the spectral efficiency for
transmitting IP packets. The RLC protocol runs in both
RNC and UE, where it implements regular data link
functionality and provides segmentation and retransmis-
sion. The technical details can be found in [18].

HSDPA is a new technology standardized by 3G
Partnership Project (3GPP) in Release 5 to boost the support
for packet switched services as an evolution of UMTS radio
interface. The main idea behind the HSDPA channel is to
share one single downlink data channel among all users,
accompanying some modifications that make it especially
effective for packet-based communication. To facilitate the
high peak data rates, HSDPA introduces the variable-rate
turbo encoding. The peak rate varies from 120 kbps up to
10.8 Mbps (up to 2 Mbps in practice) under different
parameter configurations. To increase the link efficiency,
the link adaptation is performed by continuously adjusting
the modulation and coding parameters in every transmit
time interval (TTI). Node-B maintains the per-user queue
and schedules transmission on the wireless channel accord-
ing to the channel states. On the one hand, the various link
adaptation techniques employed by HSDPA unavoidably
give rise to bandwidth variation. On the other hand, the
sharing of the downlink bandwidth among all users also
implies high bandwidth variation. As one user is assigned a
determined amount of bandwidth depending on the
number of users of the cell, the available bandwidth for a
connection is affected by the number of users entering and
leaving the cell as they all compete for the resources.

2.2 Sliding Mode Variable Structure Control

In this paper, we focus on the impact of bandwidth
variations on TCP performance. In the formulation of
control theory, the stochastic variation of state variables in
a control system can be regarded as disturbance through
definite transform. How to design a controller to resist
these disturbances and meet performance requirements is
one of research issues in robust control theory. In this
work, we will apply the approach in Sliding Mode
Variable Structure Control to develop a control algorithm
to improve TCP performance. We first summarize its basic
principle and main features. As evidenced by its name, the
structure of SMVS control is not constant but is varying
during the control process. The controllers are designed to
drive and then constrain the system state within a
neighborhood of the switching plane. This approach poses
two main features: 1) The dynamic behavior of the system
may be tailored by the particular choice of a switching
plane. 2) The closed-loop response becomes insensitive to
a particular class of uncertainty, including external
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Fig. 1. A reference architecture of UMTS network. (a) An overview of

UMTS network topology. (b) Protocol stacks.



disturbance. For the sake of clarity, we briefly illustrate
these features by the system depicted in Fig. 2. Suppose
that at some time t0, the system lies on the initial point A0,
and then moves along one phase trajectory under the
control law u1 ¼ k1x1. At time t1, the system reaches and
crosses the line gðx1; x2Þ ¼ cx1 þ x2 ¼ 0, the control law is
switched to u2 ¼ k2x1, and then the system will move
along another phase trajectory; but it cannot remain there,
since the system will immediately cross the line gðx1; x2Þ ¼
0 again. The control law u1 ¼ k1x1 intends to make the
system cross the line gðx1; x2Þ ¼ 0 at the third time, and so
on. The control law is frequently switched back and forth;
the system oscillations about the switching line (also called
sliding mode line) eventually move toward to the origin.
Because the sliding mode line is designed to be indepen-
dent of the system itself, the SMVS control has an
important property: the corresponding steady state of the
system is independent of changes in the plant parameters
and of external disturbance, which is very suitable for the
time-varying bandwidth in this investigation. The design
of SMVS controller consists of two key steps: 1) Determine
a switching function gð~xÞ such that the sliding mode on
the switching plane gð~xÞ ¼ 0 is stable. 2) Determine a
control law uð~xÞ such that a reaching condition is satisfied.
The technical details of designing the SMVS controller can
be found in [17].

2.3 Related Work

In fact, the performance of TCP over wireless networks has
been extensively studied in the last decade since the
experiment results show that TCP suffers significant
throughput degradation when there is a wireless link in
the end-to-end connection. Numerous mechanisms have
been proposed for improving TCP performance over
wireless links, including those in wireless cellular networks.
These mechanisms fall broadly into four categories: end-to-
end solutions, link layer approaches, split-connection
schemes, and cross-layer solutions.

End-to-end solutions assume that it is not possible to rely
on the network in order to improve the performance of the
transport protocol. In such cases, the endpoints are
responsible of performing the necessary changes to ensure
a good adaptation. The main advantage is that these
solutions can be used in any situation, as they do not
depend on the underlying layers. However, the code of

either the sender or the receiver (or even both) must be
modified, which might be a shortcoming in many cases.
Typical schemes belonging to this category are Freeze-TCP
[20], Fast-Start [21], Adaptive Start [22], and TCP Veno [23].
In addition, some schemes recommended in RFC 3481 [24],
such as window scale option, timestamp option, and increase
initial windows, also follow this paradigm.

On the contrary, link layer solutions manage to improve
TCP’s performance from the network itself. These alter-
natives rely on determined network elements, which
collaborate at the link level in order to reduce the effects
of the wireless link. In this case, it is the network, but not the
terminals, that is aware of the problems of TCP over
wireless links. These solutions reduce and hide the
problems from the transport layer, so the endpoints do
not need to be aware of the problem. The main advantage is
that the code in terminals and servers does not need to be
modified. However, most of them likely introduce the
relatively large delay variations, which makes more difficult
to accurately estimate Round Trip Time (RTT) and results in
the spurious timeout. Naturally, all kinds of link enhanced
techniques in cellular networks, such as forward error
correction and link layer retransmission [25], [26], fall in this
category. The other representative schemes are TCP Snoop
[27], ACK Regulator [3], Window Regulator [4], etc. TCP
Snoop is a TCP-aware link layer protocol. The Snoop agent
resides in the base station, and monitors every TCP packet
that passes through the connection. It keeps a cache of TCP
packets, and it also keeps track of which packets have been
acknowledged by the receiver. It detects duplicated ACKs
and timeouts, and performs local retransmissions of lost
packets. Its main objective is to locally recover random
losses, and hide the effects of the wireless link from the
TCP. The ACK Regulator runs in an intermediate network
element, such as the RNC in the case of UMTS networks. It
determines the available buffer space at the bottleneck link,
monitors the arrival rate of packets, and controls the release
of ACKs to the TCP source so as to prevent buffer overflow.
The Window Regulator is very similar to the ACK
Regulator. It manages to maintain the queue length at the
bottleneck link within the desired range through dynami-
cally computing the adequate receive window value in the
ACKs sent from the receiver back to the sender, as well as
inserting an ACK buffer to absorb the bandwidth variation,
and to prevent buffer underflow and overflow.

Split-connection schemes intend to completely hide the
wireless link from the wired portion of the network. They
achieve so by terminating the TCP connection at the base
station, and establishing another connection from the base
station to the wireless nodes. The transport protocol used in
the latter can be TCP, a modification of TCP, or any other
suitable protocol. These solutions are said to be more efficient
than end-to-end solutions, and the endpoints do not need to
be aware of the adaptation. However, there is a need to
translate from one protocol to the other at the base station,
with the resulting overhead. The split-connection approach
is initially employed in I-TCP [28], many subsequent works,
such as M-TCP [29], TRL-PEP [30], and TCP Proxy [31],
follow its basic principle. The main feature of M-TCP is to
allow freeze the TCP sender during a disconnection, and then
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resume the transmission at the rate before disconnection to
when the mobile terminal reconnects. Both TCP Proxy and
TRL-PEP focus on mitigation of wireless channel errors.

Finally, the cross-layer approach transports state informa-
tion via the layer boundaries, so that control parameters can
be dynamically and adaptively set. Although this approach
violates the strict layered model of protocol design, it
provides potential chances to contribute an improvement
on system performance under various operational condi-
tions. The cross-layer optimization is explored widely in
wireless network research. Some investigations adopt this
optimization method to improve TCP performance in cellular
networks [32], [33], [34]. In [33], the cross-layer signaling is
introduced to improve the TCP senders adaptation to varying
radio conditions. A two-state TCP-aware scheduler is
developed to adapt its channel rate in response to the TCP
sending rate in [34].

Only recently, researchers have begun to investigate the
impact of the wireless link rate variation on the TCP
performance [2], [3], [4], [5], [6], [33]. In [6], Khafizov and
Yavuz conducted experiments of TCP over IS-2000 net-
works with finite burst mode of operation, and showed that
bandwidth oscillation severely degrades TCP throughput.
In [3], Chan and Ramjee argued that TCP performance
degradation caused by bandwidth and delay variation
attributes to the difficulty in estimating the bandwidth-
delay product (BDP) of the end-to-end path at the TCP
source. They also developed two enhanced schemes
successively, i.e., ACK Regulator [3] and Window Regulator
[4]. Both of them perform well for long-lived TCP flows.
However, it does not address the performance issue of
short-lived flows, such as HTTP, and some rough estima-
tion might lead to multipacket drops resulting in lower
throughput. In [33], Fiorenzi et al. proposed an explicit
cross-layer signaling (Radio Network Feedback (RNF))
generated by RNC, which knows the radio channel and
link state. When the RNF message is fed back to the TCP
sender, its sending window is adjusted according to the
value of link rate carried by RNF message. Because the
control law does not properly compensate the delay caused
by the feedback message, the performance improvement is
limited and uncertain. In [5], a rate-adaptive Snoop (RA
Snoop) is designed to improve the TCP performance by
incorporating a cache-based local recovery and window
adaptation mechanism. TCP packets are secretively cached
by RA Snoop based on the wireless channel condition, and
then retransmitted locally over the rate-controlled lossy
wireless links. To alleviate the negative effect of bandwidth
variation, RA Snoop also adopts a window adaptation
mechanism, which is analogous to the Window Regulator
[4], but differs in the concrete implementation algorithms.
Although many existing schemes, such as ACK Regulator,
Window Regulator, and RA Snoop, can improve TCP
performance over the wireless link with changeable rate,
they are unsuitable for the architecture of UTMS/HSDPA
network because they require the intermediate nodes, such
as RNC or Node-B, to be aware of user-level IP packets,
while the Node-B node in HSDPA network can only deal
with radio frame as illustrated in Fig. 1. We need to develop
a new optimization scheme for HSDPA network.

3 THROUGHPUT MODELING OF TCP IN NETWORK

WITH VARIABLE BANDWIDTH

3.1 Bandwidth Variation in HSDPA Networks

To verify the fact of bandwidth variation in HSDPA
networks, we conduct some simulation experiment on ns2

platform. The Enhanced UMTS Radio Access Network
Extension [15] (EURANE for ns2) module developed by
Ericsson Telecommunication is borrowed to simulate
HSDPA networks. The network is set up as shown in
Fig. 1a, and four user equipments UE1, UE2, UE3, and UE4
are configured in indoor, pedestrian, vehicular, and rural
environments, respectively. The values of key parameters
are listed in Table 1, and the other parameters are set to the
default values. Three typical scheduling algorithms, Round-
Robin (RR), Maximum Carrier to Interference ratio (MCI),
and Fair Channel-Dependent Scheduling (FCDS), go into
effect in turn. The detailed description of MCI and FCDS
can be found in [16]. We count the number of packets
forwarded by Node-B per second as the value of available
bandwidth. The results are presented in Figs. 3, 4, and 5,
respectively. The curves demonstrate that the available
bandwidth of wireless link in HSDPA networks is variable
except that UE1 can obtain a stable share under the support
of RR and MCI since it is close to the base station and its
channel condition is better.

3.2 Modeling TCP Throughput

In this section, we model the TCP throughput over a
wireless link with variable bandwidth, and gain some
insights into the real reasons why the bandwidth oscillation
degrades the TCP performance; thus, we can design an
appropriate scheme to deal with this issue. TCP throughput
modeling has been extensively investigated [7], [8], [9], [10],
[11]. Most of them assume constant link capacity and
calculate TCP throughput in terms of packet loss prob-
ability. In [7], Mathis et al. estimate TCP throughput
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assuming that the congestion window traverses a perfect
periodic sawtooth. In [8], Padhye et al. develop an analytical
model of TCP throughput, which can account for the
impacts of both fast retransmit and timeout mechanisms on
TCP performance. Padhye’s model is prevalent in the
traditional wired network and has been widely used in
many related investigations. In [9], Canton and Chahed
propose an analytical model for TCP throughput over
UTMS network by extending Padhye’s model and inflating
the round trip time value to account for the additional delay
introduced by the link-level error detection and correction
mechanism. However, these models do not capture the
specific behavior of TCP over the wireless link with
bandwidth oscillation so as to hardly predict the TCP
throughput accurately. In [10], Ghaderi et al. develop a fluid
model of the steady-state behavior of a TCP session and
derive analytical expressions for TCP throughput that
explicitly accounts for link rate variability. Although it can
provide some insights about impact of the variable link rate
on TCP throughput, the assumption of two-state channel
restricts its applicability.

To obtain an accurate throughput model of TCP over the
wireless link with arbitrarily variable bandwidth, the
dynamic behavior of the TCP congestion window should

be fully understood. Using the network topology shown in
Fig. 1a, we conduct an experiment in which the TCP source
using newReno at the host transfers a large file to UE3,
Node-B employs the FCDS scheduler, and both radio
frames and IP packets are of 500 bytes. To comprehensively
understand the effect of bandwidth oscillation on TCP
performance, we monitor the congestion window at TCP
source, and trace the number of dropped packets and the
queue length at Node-B. The results are presented in
Figs. 6b, 6c, and 6d, respectively, and the bandwidth
variation is redrawn in Fig. 6a. From Fig. 6b, the TCP
congestion window follows a much more irregular saw-
tooth pattern when the bandwidth variation is frequent and
drastic. The slow start caused by timeout repeatedly occurs.
The models in [8] and [3] can capture the retransmission
timeouts (RTOs) triggered by the burst of packet loss.
Fig. 6c, however, shows that some slow starts are not
caused by bursty loss. A successive two-packet loss only
appears at about 20 s and 50 s, and the former results in
slow start, but the latter does not. Otherwise, slow start
occurs frequently after 70 s, but there is only one packet loss
every time. Therefore, the existing analytic models, such as
those in [8] and [3], hardly predict the accurate TCP
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throughput in this case. We infer that bandwidth oscillation
probably results in spurious timeouts because when the link
bandwidth changes from high to low, the RTT value
increases, thereby a low RTO value leads to a spurious
retransmission and forces TCP into slow start.

Observing Fig. 6b, the congestion window evolution
includes two typical patterns. One is fast retransmission
caused by one packet loss due to buffer overflow, and
another is slow start caused by timeouts. Therefore, we
build our throughput model with the parameters p1 and p2

representing the conditional probability of slow start and
fast retransmission occurrences under the condition that the
packets are dropped due to buffer overflow, respectively.
By this definition, p1 þ p2 ¼ 1. Next, we first infer the
parameter p1. The RTT experienced by the incoming packet
at time t can be calculated as

rttðtÞ ¼ � þ qðtÞ þ 1

bðtÞ ; ð1Þ

where � is the constant propagation delay, bðtÞ and qðtÞ
denote the bandwidth of the bottleneck link and the queue
length, respectively. When rttðtþ4tÞ > RTOðtÞ � 2rttðtÞ1
(where4t denotes the time interval between packet leaving
the source and arriving the queue associated with the
bottleneck link), the retransmission timeout is triggered.
From (1), this condition can be rewritten as

� þ qðtþ4tÞ þ 1

bðtþ4tÞ > 2� þ 2
qðtÞ þ 1

bðtÞ : ð2Þ

Since 4t! 0; qðtþ4tÞ � qðtÞ; also define �ðtÞ ¼ �bðtÞ
bðtþ�tÞ ¼

½bðtÞ�bðtþ�tÞ�
bðtþ�tÞ , the condition of spurious timeout resulting from

the abrupt bandwidth change can be simplified as

�ðtÞ > 1þ �bðtÞ
qðtÞ þ 1

: ð3Þ

In fact, the parameter �ðtÞ describes the relative decrement
of link bandwidth. From (3), the necessary condition of a
spurious timeout is �ðtÞ > 1.

Monitoring the bandwidth and queue length, we can get
bðtÞ and qðtÞ. Using the inequality (3), we can infer the
number of possible spurious timeouts Nto. In addition, the
number of packet drops Nd can be obtained through tracing
the queue. When the rule of thumb is used to mandate the
buffer size equal to the delay-bandwidth product in
practice, the abrupt bandwidth decrease always results in
buffer overflow, and subsequently starts a new fast
retransmission, then if the timeout timer expires, a slow
start will be triggered immediately, which implies that Nto

is covered in Nd, Therefore, the probability p1 can be
calculated as

p1 ¼
Nto

Nd
: ð4Þ

Although most models, such as [3], [7], and [8], also infer
the parameter statistical values from tracing, the inequality

(3) needs the values of bandwidth and queue length at the
same instant. It is rather troublesome to record them. At the
instant when the abrupt decrease of bandwidth leads to a
spurious timeout, the queue length qðtÞ is a random value in
section ½0; B� (B denotes buffer size). Assume that this
random variable complies with a uniform distribution, we
can substitute B=2 for qðtÞ in the inequality (3), and yield

�ðtÞ > 1þ 2�bðtÞ
Bþ 2

: ð5Þ

The condition (5) is very practicable since we can infer p1

and p2 only from the bandwidth profile.
Next, we build the throughput model of TCP over the

wireless link with variable bandwidth through extending

the models presented in [11], where the throughput of TCP

Tahoe and TCP Reno is analyzed in an “ideal” environ-

ment, i.e., fixed link capacity and round trip time, and loss

only due to buffer overflow. Before proceeding to our

model, we make a brief summary of the results in [11].
As illustrated in Fig. 7, the congestion window of TCP

Reno mostly follows the regular sawtooth pattern, going

from w0 to wmax, where w0 ¼ wmax
2 and wmax ¼ �bþB (b is

the fixed link bandwidth, B is the buffer size, and � denotes

a constant propagation delay). Due to the regularity of the

sawtooth, only one such sawtooth is considered; moreover,

it is further divided into two epochs, i.e., epochs A and B. In

epoch A, the congestion window increases from w0 to bT (T

is the minimum round trip time, namely, T ¼ � þ 1=b), in

time tA with the number of packets delivered nA. In the

epoch B, the congestion window expands from bT to wmax,

in time tB with the number of packets sent nB. Finally, TCP

throughput is given by nAþnB
tAþtB , where

tA ¼T ðbT � w0Þ; ð6Þ

nA ¼
w0tA þ

t2
A

2T

T
; ð7Þ

tB ¼
w2
max � ðbT Þ

2

2b
; ð8Þ

nB ¼ btB: ð9Þ
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Fig. 7. Congestion window in timeout and fast retransmissions.

1. TCP uses an exponentially weighted moving average algorithm to
estimate an average RTT and the variation of RTT. The RTO value is then
obtained from these two statistics. Here, we approximate RTO � 2RTT,
which is a conservative estimation just like that in the initial implementa-
tion of TCP.



TCP Tahoe has an additional epoch C where the congestion
window grows exponentially from 1 to w0, whose value is
half of the window size when the last packet loss. Thus, the
TCP throughput is calculated by nAþnBþnC

tAþtBþtC , where

tC ¼½log2ðw0 þ 1Þ�T; ð10Þ
nC ¼ w0: ð11Þ

In fact, the congestion window evolutions of TCP Tahoe
and TCP Reno in [11] correspond to a typical slow start and
fast retransmission shown in Fig. 6b, respectively. Moreover,
a slow start phase in Fig. 6b is always born of a fast
retransmission, which implies w0 ¼ wmax

2 . To capture the
highly variable congestion window behavior of a TCP source
under bandwidth variation, we make definitions as follows:

~b ¼
XN
i

bi=N; ð12Þ

~T ¼ � þ 1=~b; ð13Þ

~wmax ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i

w2
imax=N

vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i

ðbi� þBþ 1Þ2=N

vuut ; ð14Þ

where N and bi are the total number of bandwidth change
and the values of each cycle, they can be inferred from the
bandwidth profile.

Replacing b , T , and wmax in (6-11) by ~b, ~T , and ~wmax, the
average throughput of TCP over the wireless link with
variable bandwidth can be approximated by a weighted
combination of the typical slow start and fast retransmis-
sion to be

Th ¼
p1ðnC þ nAÞ þ ð1� p1ÞnA þ nB
p1ðtC þ tAÞ þ ð1� p1ÞtA þ tB

: ð15Þ

To validate our model, we use a simplified network
topology shown in Fig. 8 to conduct an experiment on the
ns2 simulation platform. The link between client and
intermediate node consists of two simplex links. One from
client to intermediate node has fixed bandwidth, i.e.,
720 bpks, and the bandwidth of the simplex link from
client to intermediate node is driven by the trace files
obtained in Section 3.1. Table 2 lists the simulation results
and the estimated throughput from Padhye’s and our
models. We use the absolute value of relative error to
evaluate the accuracy of model, namely,

Accuracy ¼ jTa � Tej
Ta

; ð16Þ

where Ta is the actual throughput, and Te is the estimated
throughput.

From Table 2, we can clearly see that both Padhye’s and
our analytical models can accurately predict TCP through-
put when the bandwidth varies in a small range, or even can

be approximated as a constant, such as in items UE1rr and
UE1mci. However, in most conditions where the bandwidth
varies drastically, Padhye’s model overestimates TCP
throughput but our model can estimate relatively accurate
results and improve the estimation accuracy by one order of
magnitude, which implies that the spurious timeout caused
by the abrupt bandwidth decrease is one of the dominant
factors degrading TCP performance. A solution to improve
TCP performance should reduce or avoid the occurrence of
spurious timeouts. Based on this understanding, in the next
section, we will present a solution that disables the slow
start and the classical AIMD mechanism in the standard
TCP to achieve this goal.

4 IMPROVING TCP PERFORMANCE

IETF has published RFC 3135 [12] to discuss various aspects
about performance enhancement proxies (PEPs). The con-
sensus is that a PEP should be employed to mitigate link-
related performance degradations. There have been many
types of PEPs, and different PEPs aim at optimizing
different performance metrics. The technical objective in
this work is to adapt the dynamic bandwidth through
adjusting the sending window in the proxy, thereby to
maximize TCP throughput. Therefore, our performance
enhancement proxy is called Window Adaptation TCP
Proxy. As the split-connection scheme invented in [13] has
been widely used in commercial cellular networks [14], we
will inherit this basic mechanism to develop our Window
Adaptation TCP Proxy.

4.1 Architecture

In HSDPA, per-flow queue is moved to Node-B from RNC.
Referring to the protocol stacks in Fig. 1b, we can find that
Node-B only deals with radio frame and is unaware of user-
level IP packets; therefore, most existing enhanced schemes,
such as ACK Regulator [3] and Window Regulator [4], can
not work normally. In fact, it should be considerably
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prudent to maintain ACK queue in RNC just like ACK/
Window Regulator even without HSDPA evolution because
the user-level IP packets are not transparent to RNC and the
overhead of drawing/reassembling them from/into trans-
port-level packets is considerable. To avoid overhead and
strictly comply with the layered structure of the protocol
stack, our split-connection TCP proxy is located between
GGSN and the external networks. For the convenience of
discussion, its framework is illustrated in Fig. 9. Two
different TCP connections are established when a UE
attempts to establish a connection to one of the Internet
servers: one between the UE and the proxy and the other
between the proxy and the server. Upon receipt of data
request, the server starts to send the packets under the
control of the standard TCP congestion control algorithm.
All transferred data packets are received by the proxy,
where they are buffered to be forwarded to the UE as soon
as possible. The transport protocol between the proxy and
the UE needs to be customized to adapt to the dynamic
changes of the wireless link bandwidth. Because a modified
TCP protocol requiring changes at the mobile terminals
might be less attractive in many deployment situations,
here we make some modifications only on the proxy. For
the TCP connection on the wireless link, the proxy is a
sender. Some schemes and algorithms related to congestion
window adjustment in the standard TCP can be disabled in
the modified TCP protocol. The sending window size is
dynamically regulated according to the available wireless
bandwidth and the queue length in the Node-B which can
be obtained because Node-B is responsible for link adapta-
tion function and maintains a dedicated queue for each
flow. It is notable that the calculation of sending window
size is performed in Node-B, but the actual regulator resides
in the proxy; thus, a UDP connection needs to be
established between Node-B and the proxy to periodically
convey the update values of sending window size to the
proxy as shown in Fig. 9. Intuitively, if the available
bandwidth of the bottleneck link is known, it is straightfor-
ward to set the window size of the proxy using a back-of-
envelope calculation of delay-bandwidth product, but the
extensive local retransmission mechanisms employed by
Node-B to correct or recover most of corruption loss caused
by the unreliable wireless link introduce the relatively large
delay variations, which impede to accurately estimate the
end-to-end delay between UE and the proxy. Therefore, it
makes sense to design an algorithm independent of the end-
to-end delay to determine the window size of the proxy.
The observable and controllable state variable in the Node-
B queue system, i.e., the instantaneous queue length, should
be helpful to achieve this goal.

If the instantaneous queue length in Node-B is always
kept around the small reference value through dynamic
adjustment of sending window size, the perfect utilization

of wireless link would be reached because the link is not
wasted due to empty queue. In addition, the system can
accommodate more spontaneous bursts without dropping
packets, and the queuing delay experienced by flow will be
reduced. To achieve this goal, we need to design a stable
and effective algorithm to control the sending window size,
which will be discussed in detail in the next section. Since
the congestion control algorithms in the standard TCP,
including slow start, fast retransmission, fast recovery, and
timeout retransmission, are disabled in our modified TCP
running on the proxy, most possible factors resulting in
performance degradation over wireless cellular links, such
as spurious timeouts, etc., are naturally eliminated. In
addition, the reasons that the standard TCP is ineffective in
dynamic wireless link can also be partly attributed to the
sluggish adjustment of congestion window, which does not
timely catch up the varying bandwidth so as to waste the
precious wireless bandwidth. Our modified TCP can
promptly adjust the sending window to match the
instantaneous available bandwidth so that the wireless link
would be considerably utilized. Notice that the recovery
strategy in the standard TCP will be retained, namely, three
duplicate ACKs trigger the retransmission of the corre-
sponding packet, but it does not affect the adjustment of the
sending window.

4.2 Algorithm Design

As aforementioned, the technical goal in our solution is to
dynamically adjust the sending window in the TCP proxy
according to the changeable available bandwidth to keep
the queue length in Node-B around the reference value,
which is equivalent to designing a classical regulation
system in control field. The main task is to design a proper
control law, which regulates the control variable (i.e., the
sending window) to drive the controlled system (i.e., the
queue in Node-B) to move toward the fixed equilibrium
point (i.e., the reference queue length or the origin in Fig. 2).

The SMVS controller consists of two parts, namely, the
switching function and the corresponding control algo-
rithm. Before determining them, we first build a discrete-
time stochastic model to describe the dynamic behavior of
the system. The time is divided into steps, which
correspond to the intervals in which the update messages
are transmitted on the UDP connection. Assume that
congestion always occurs on the wireless cellular links.
Let wðkÞ denote the sending window size in step k, and bðkÞ
and qðkÞ denote the bandwidth of radio channel and the
instantaneous queue length in Node-B at the end of the
kth step, respectively. Defining the duration of each step as
Ts, we have

qðkþ 1Þ ¼ qðkÞ þ �wðk� 2dÞ � bðkÞTs; ð17Þ

where d ¼ d�pTse, and �p is the propagation delay between
Node-B and the proxy. The coefficient � reflects the
difference in length between radio frames and IP packets.
The variable qðkÞ can be readily obtained through sampling
the queue on Node-B, but it is hard to get bðkÞ straightfor-
wardly. Since Node-B knows the status of different
components, including scheduler and coder, it is likely to
record the related state information, and then calculate the
value of bðkÞ. The second approach is to infer the available
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bandwidth bðkÞ by the queue evolution equation bðkÞ ¼
fqðk� 1Þ � qðkÞ þ aðkÞg=Ts, where aðkÞ is the number of
arriving frames in the sampling interval. In our implemen-
tation, the latter is employed. Note that it takes d steps to
convey the update values of sending window size to the
proxy, and the packets sent by the proxy take another
d steps to arrive at Node-B; therefore, wðk� 2dÞ is used in
(17). Define

yðkÞ ¼ qðkÞ � q0; ð18Þ

where q0 is the reference queue length in Node-B, and

bðkÞ ¼ �bþ �ðkÞ=Ts; ð19Þ

where �b ��bþ ð1� �ÞbðkÞð0 < � < 1Þ, namely, �b is a
weighted moving average of bandwidth bðkÞ, and �ðkÞ is a
zero-meaned random variable. Let

xðkÞ ¼ �wðkÞ � �bTs: ð20Þ

Then, the discrete system (17) can be transformed to

yðkþ 1Þ ¼ yðkÞ þ xðk� 2dÞ � �ðkÞ: ð21Þ

In the equivalent system (21), �ðkÞ can be regarded as an
external disturbance. Next, we design a robust SMVS
controller to keep the queue length qðkÞ around the
reference value through adjusting the sending window size
wðkÞ in the TCP proxy, and eventually improve the
utilization of the precious cellular link and maximize TCP
throughput. Let the switching function sðkÞ be

sðkÞ ¼ yðkþ 2dÞ: ð22Þ

In [17], a reaching law in a continuous system is introduced
as follows:

_sðkÞ ¼ ��sðtÞ � "sgnðsðkÞÞ � > 0; " > 0: ð23Þ

Using _sðkÞ ¼ sðkþ1Þ�sðkÞ
Ts

(where Ts > 0 is the sampling
period), we can directly obtain an equivalent form of the
reaching law in a discrete system

sðkþ 1Þ � sðkÞ ¼ ��TssðkÞ � "TssgnðsðkÞÞ; ð24Þ

where the parameter � > 0 and " > 0. Moreover, the inequal-
ity 1� �Ts > 0 must be held to guarantee that the system
trajectory will move monotonically toward the switching
line sðkÞ ¼ 0 and cross it in finite time from any initial state.
Once the trajectory has crossed the switching line for the
first time, it will cross this line again in each successive
sampling period, resulting in a zigzag motion about the
switching line. Subsequently, the system motion will be
constrained in the limited region. From (21) and (22), the
incremental change in sðkÞ can also be expressed as

sðkþ 1Þ � sðkÞ ¼ xðkÞ � �ðkþ 2dÞ: ð25Þ

Substituting it into the reaching law (24) gives

sðkþ 1Þ � sðkÞ ¼ xðkÞ � �ðkþ 2dÞ
¼ ��TssðkÞ � "TssgnðsðkÞÞ:

ð26Þ

Solving for xðkÞ gives the control law

xðkÞ ¼ ��TssðkÞ � "TssgnðsðkÞÞ þ �ðkþ 2dÞ: ð27Þ

Since �ðkþ 2dÞ is uncertain, the control law in this form

cannot be implemented. To solve this problem, �ðkþ 2dÞ
can be replaced by a constant �c as long as it is sufficiently

conservative to maintain the reaching condition. Then, the

control law becomes

xðkÞ ¼ ��TssðkÞ � "TssgnðsðkÞÞ þ �c: ð28Þ

Next, we determine �c to meet the requirement of the

reaching condition. It is reasonable to assume that the

bounds of �ðkþ 2dÞ are known, and given by

�l < �ðkþ 2dÞ < �u: ð29Þ

Substituting (28) into (26), we have

sðkþ 1Þ � sðkÞ ¼ ��TssðkÞ � "TssgnðsðkÞÞ þ �c � �ðkþ 2dÞ:
ð30Þ

To meet the reaching condition ½sðkþ 1Þ � sðkÞ�sgn½sðkÞ� < 0
(see in [17]), the choice of �c is done to ensure that the sign
of the increment of sðkÞ is opposite to the sign of sðkÞ. A
practical choice is to set �c ¼ �l as sðkÞ > 0 and �c ¼ �u as
sðkÞ < 0. Further define

�1 ¼
�u þ �l

2
; ð31Þ

�2 ¼
�u � �l

2
: ð32Þ

�c can be written in the following compact form:

�c ¼ �1 � �2sgn½sðkÞ�: ð33Þ

In addition, sðkÞ in control law (28) should also be

determined, but sðkÞ ¼ yðkþ 2dÞ ¼ qðkþ 2dÞ � q0, and qðkþ
2dÞ is unknown in the kth step. From (21), we can use its

estimation ŷðkþ 2dÞ to predict its value as follows:

yðkþ 2dÞ ’ ŷðkþ 2dÞ ¼ ŷðkþ 2d� 1Þ þ xðk� 1Þ

¼ yðkÞ þ
X2d
i¼1

xðk� iÞ:
ð34Þ

Using (22), (28), (33), and (34), a practicable control law can

be completely expressed as

xðkÞ ¼ �1 � �Ts yðkÞ þ
X2d
i¼1

xðk� iÞ
" #

� ½�2 þ "Ts�sgn yðkÞ þ
X2d
i¼1

xðk� iÞ
" #

:

ð35Þ

Substituting (18), (19), and (20) into (35), the adjusting
algorithm of the sending window size in the proxy is
obtained as

wðkÞ ¼
(

�bTs þ �1 � �Ts

"
qðkÞ � q0 � 2d�bTs þ �

X2d
i¼1

wðk� iÞ
#

� ½�2 þ "Ts�sgn

"
qðkÞ � q0 � 2d�bTs þ �

X2d
i¼1

wðk� iÞ
#)�

�;

ð36Þ

where �l ¼ minkf½bðkÞ � �b�Tsg and �u ¼ maxkf½bðkÞ � �b�Tsg.
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For the TCP connection on the wired link, the TCP proxy
is a receiver. Without any control, the server will utilize the
abundant bandwidth to rapidly send packets, and a lot of
packets occupy the buffer of the TCP proxy, so that the
end-to-end delay increases and some packets for real-time
interactive applications may become stale. In order to avoid
this phenomenon, we employ the advertised window,
which is inserted into the corresponding field of ACKs, to
limit the sending rate of the server. The objective is also to
keep the queue length around the reference value. Here, we
assume the time-varying sending window of the TCP proxy
as a stochastic process. Following the same way, we can
readily keep a stable TCP proxy queue system.

4.3 Parameter Setting

To determine the proper parameter settings, we first
introduce a proposition.

Proposition 1. After the queue system driven by the SMVS
controller begins the zigzag motion around the switching line,
the queue length in Node-B will be constrained in the following
range:

qðkÞ jqðkÞ � q0j <
"Ts

ð1� �TsÞ

����
� �

: ð37Þ

Proof. Once the system enters the quasisliding mode
(QSM), its trajectory will stay within the state region,
where every state x satisfies the following condition:

xj ��

2
< sðxÞ < �

2

� �
;

where � is the width of the region called QSM Band
(QSMB) as shown in Fig. 2.

From the reaching law (24), we have

sðkþ 1Þ ¼ ð1� �TsÞsðkÞ � "TssgnðsðkÞÞ: ð38Þ

Since the reaching condition requires ð1� �TsÞ > 0, the
sign of the first right-hand term in (38) is the same as the
sign of sðkÞ, and the sign of the second right-hand term is
opposite to that of sðkÞ. By the definition of quasisliding
mode (see in [17]), the sign of sðkþ 1Þ must be opposite
to that of sðkÞ. Thus, when sðkþ 1Þ > 0, we have

sðkþ 1Þ ¼ ð1� �TsÞsðkÞ þ "Ts > 0; ð39Þ

namely,

sðkÞ > � "Ts
ð1� �TsÞ

: ð40Þ

While sðkþ 1Þ < 0, we also have

sðkÞ < "Ts
ð1� �TsÞ

: ð41Þ

From (18), (22), (40), and (41), we can readily obtain

q0 �
"Ts

ð1� �TsÞ
< qðkÞ < q0 þ

"Ts
ð1� �TsÞ

: ð42Þ

tu
Remark. Inequality (42) shows that the instantaneous queue

length qðkÞ on Node-B will fluctuate around the reference

value q0 with the amplitude "Ts
ð1��TsÞ after the queue system

under the control (36) enters the stable quasisliding

mode motion. As we know, the actual buffer size B is

limited, i.e., 0 � B � Bmax. When q0 <
"Ts

ð1��TsÞ , the queue

may become empty, and then the precious wireless

channel is wasted; otherwise, when q0 þ "Ts
ð1��TsÞ > Bmax,

the buffer overflows, and then the incoming packets will

be dropped. These two unsatisfactory cases can be

avoided through configuring the parameters properly

as follows:

ðTs; "; �Þ
"Ts

ð1��TsÞ < min½q0; Bmax � q0�
� > 0; " > 0; 1� �Ts > 0

����
� �

: ð43Þ

Actually, the width of QSMB defined by the system (17)

and (36) is 2 "Ts
ð1��TsÞ , i.e., � ¼ 2 "Ts

ð1��TsÞ . For a certain q0, it is

better that the width of QSMB (�) is narrower. It is seen that

� decreases with the parameters ( "; �, and Ts) decreasing. To

reduce �, these three parameters can be fixed at the values

as small as possible. However, from control law (36), we can

see that adjustment in each step is rather trivial if � is too

small. Then, the system becomes unresponsive so that it will

take long time to reach the stable state. In addition, if the

sampling period Ts is too short, the frequent message

exchange will result in too much communication overhead.

It is necessary to make a reasonable trade-off under the

constraint (43). In the next section, we will discuss the impact

of parameters through experiments. Moreover, combined

with the restrictions of actual systems, the practicable

guidelines toward parameters setting will be summarized.

5 PERFORMANCE EVALUATION AND IMPACT OF

PARAMETERS

5.1 Performance Evaluation

We have implemented the Window Adaptation TCP Proxy
on the ns2.29 simulator and conducted the simulation
experiments to verify the proposed algorithm and evaluate
its performance. Referring to Fig. 1a, our TCP Proxy can
only be inserted between GGSN and IP networks. The
propagation delay between GGSN and TCP proxy is fixed
at 3 ms and the other parameters are configured according
to the values listed in Table 1, then the propagation delay
between Node-B and TCP proxy is 25 ms. Assume that the
cellular link is only a bottleneck, the queuing delay is not
introduced in other components. Let Ts ¼ 25 ms, i.e.,
d ¼ 1. The size of radio frames and IP packets is 40 bytes
and 512 bytes, respectively. (i.e., the parameter � ¼ 13:0),
and let � ¼ 0:85, � ¼ 35, " ¼ 20, and q0 ¼ 100, the buffer
size of per-flow queues in Node-B is 200 radio frames,
which is approximately equivalent to 15 IP packets. As
mentioned in Section 4.3, the queue system may fluctuate
around the reference value with the amplitude "Ts

ð1��TsÞ .
Since "Ts=ð1� �TsÞ ¼ 20� 0:025=ð1� 35� 0:025Þ ¼ 40 and
min½q0; Bmax � q0� ¼ 100, in other words, the constraint
(43) is satisfied; therefore, such parameter settings are
proper. As aforementioned reasons, most of the existing
schemes, such as ACK Regulator and Window Regulator,
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cannot work normally in HSDPA. To the best of our

knowledge, there is few work on improving TCP perfor-

mance over HSDPA network, we use TCP and I-TCP [13],

namely, the pure split-connection scheme, as the bench-

mark. Each UE randomly starts its session in first second,

and all simulations last 300 s.
The average throughput of various schemes and theirs

standard deviations are calculated, and the results are listed
in Table 3. In most situations, our TCP Proxy improves
throughput by 10 percent compared with both the standard
TCP and I-TCP. In addition, we can find that the
performance of I-TCP, the pure split-connection proxy
without our window adaption mechanism, is nearly
identical with that of TCP, which implies that the pure
split-connection proxy could not be employed to exert
sufficiently the precious cellular link.

To make a vivid comparison, taking example for the
cellular link driven by UE3fcds, we draw the evolutions of

various key parameters in Fig. 10. Fig. 10a describes the

variable bandwidth, Figs. 10b and 10d present the sending
window size of the proxy and the queue length in Node-B

controlled by Window Adaptation TCP Proxy, respectively.

When the proxy employs I-TCP instead of our TCP Proxy,
the evolutions of the congestion window of TCP connection

between UE and the proxy and the queue length in Node-B

are shown in Figs. 10c and 10e, respectively. The congestion
window of TCP newReno displays the irregular sawtooth

shape, which does not timely catch up the dynamic change

of the bandwidth and results in queue oscillation with a
large amplitude. Many packets are dropped due to buffer

overflow, and the end-to-end goodput is deteriorated. On

the other hand, the empty queue occurs frequently, and the
wireless link is not sufficiently utilized. On the contrary, our

TCP proxy dynamically adjusts the sending window based

on the queue length in Node-B and the cellular link
bandwidth. The queue length fluctuates around the

reference value. The packet dropping and empty queue

seldom appear. The end-to-end performance, including
goodput and delay jitter, is improved, and the precious

cellular link is sufficiently utilized.

The above experiments verify that the TCP Proxy scheme
and our SMVS control algorithm can improve the utilization
of cellular link with variable bandwidth. However, these
variations are relatively slow and mild. When UE stays in
the more complex channel environment, TTI is fixed at
relatively small values (such as 1 ms in LTE), and various
opportunistic scheduling schemes are employed for high
spectrum efficiency [19], the available bandwidth may vary
quickly and drastically. To test the performance of our TCP
proxy in these harsh environments, we conduct a series of
simulations using the simple network topology shown in
Fig. 8. TCP proxy is inserted between Node-B/RNC and
server, the propagation delay between RNC and the proxy
is 20 ms, and � ¼ 1 which implies that both radio frames
and IP packets have the same size (500 bytes). We generate
several random sequences whose periods are 0.02, 0.04,
0.06, 0.08, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0, 2.0, 4.0, 6.0, and 8.0 s,
respectively, and then use them to dynamically configure
the cellular link in Fig. 8. Recording data and calculating the
link utilization, we draw the results in Fig. 11.

Obviously, I-TCP is ill suited to rapid and drastic
bandwidth change. In the extreme case, I-TCP only reaches
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Statistic Results of Throughput of Various Schemes

Fig. 10. Representative simulation results: (a) Variable bandwidth.

(b) Proxy sending window. (c) I-TCP congestion window. (d) Queue

length in Node-B for TCP proxy. (e) Queue length in Node-B for I-TCP.

Fig. 11. Link utilization with different bandwidth variation.



about 70 percent link utilization, but our TCP Proxy keeps
over 95 percent under most conditions. Naturally, the
frequency of bandwidth variation also affects the perfor-
mance of our TCP Proxy, but the negative impact on the link
utilization can be limited in the acceptable scope. Otherwise,
Fig. 11 also tells that both I-TCP and our TCP proxy perform
similarly as the bandwidth varies slowly. The detailed
simulation results are presented in Fig. 12 where the period
of bandwidth variation is 0.2 s. As the bandwidth is
modulated by the random sequences in Fig. 12a, through
observing Fig. 12c which describes the evolution of conges-
tion window of I-TCP, we can find that slow start led by
spurious timeouts occurs frequently and Fast Retransmission
and Fast Recovery (FR/FR) built in TCP newReno is nearly
disabled. On the other hand, the queue length in Node-B
shown in Fig. 12e readily inclines to be empty, which
indicates the precious cellular link is likely wasted. However,
as shown in Fig. 12d, the queue controlled by the SMVS
regulator vibrates around the reference value. The empty or
full queue does not often appear, which assures that the
wireless link is fully utilized.

5.2 Impact of Parameters

Theoretically, if only a parameter setting meets condition
(43), the queue in Node-B will be stable. The system defined
by (17) and (36) is unconstrained, namely, the state variable
yðkÞ and the control variable wðkÞ can be any values in real
domain, but both of them are constrained in an actual
system, such as 0 � qðkÞ � Bmax and wðkÞ � 0. Under these
hard restrictions, if the sampling period Ts is too large, the
dynamic behavior of the queue system may be hardly
observed in time. For example, when qðkÞ ¼ Bmax, from
control law (36), wðkþ 1Þ should be equal to zero in most
conditions, namely, no packets will enter the queue in the
next step. If Ts > Bmax=�b, the queue will be drained out
before the update message is sent; then qðkþ 1Þ ¼ 0, the
empty queue results in a relatively large wðkþ 2Þ, which
may cause buffer overflow again, i.e., qðkþ 2Þ ¼ Bmax. This

oscillation needs to be avoided since it certainly deteriorates
the performance; thus, Ts < Bmax=�b should be included into
the conditions for parameter setting in practice. To verify this
rule, we redo the foregoing experiment. The cellular link is
driven byUE3fcds, then �b ’ 1;160 frames/s (1;160 frames=s ¼
13� 89:26 pkts/s, see Table 3). Let Ts ¼ 0:2, � ¼ 4, " ¼ 20,
q0 ¼ 100, and Bmax ¼ 200 frames, Although this configura-
tion satisfies condition (43), the queue shown in Fig. 13 is
unstable and the link utilization only reaches 23.76 percent.
The fact that the queue oscillates between 0 and the buffer
size accords with our analysis because Ts ¼ 0:2 >
0:17 ¼ Bmax=�b. Let Ts ¼ 0:1 and other parameter be kept
unchangeable, the stabilized queue presented in Fig. 14
confirms our judgement. Notice that Bmax=�b is a very loose
upper bound of Ts, but is still meaningful for actual
parameter configuration. On the other hand, to impose a
more effective control on the queue, the Nyquist-Shannon
sampling theorem needs to be followed to capture the details
of bandwidth variation, i.e., Ts <

Tb
2 , where Tb is the period of

bandwidth variation.
After the value of Ts is determined, since the reaching

law requires ð1� �TsÞ > 0, we can fix the parameter �
according to 0 < � < 1

Ts
. Otherwise, the control law (36) tells

that � dominates the adjustment of the sending window size

1068 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 10, NO. 8, AUGUST 2011

Fig. 12. Simulation Results of fast varying bandwidth: (a) Variable

bandwidth. (b) Proxy sending window. (c) I-TCP congestion window.

(d) Queue length in Node-B for TCP proxy. (e) Queue length in Node-B

for I-TCP.

Fig. 13. Unstable queue system (Ts ¼ 0:2).

Fig. 14. Stable queue system (Ts ¼ 0:1).



in the proxy. If its value is too small, the transient adjusting
may take relatively long time. Let Ts ¼ 0:025, � ¼ 20, and
" ¼ 20; we redo the foregoing experiment. The adjusting
time of the queue system nearly approaches 20 s as shown
in Fig. 16, which definitely matches our prediction. There-
fore, to optimize the system performance, � should be fixed
at a value as large as possible, namely, suggesting the
product �Ts should approach 1. Comparing the queue
evolutions in Fig. 15 (Ts ¼ 0:025; � ¼ 20) and Fig. 16
(Ts ¼ 0:025; � ¼ 35), we can confirm this adjustment.

If both Ts and � are fixed properly, it is straightfor-
ward to configure the parameter " according to the
constraint "Ts

ð1��TsÞ < min½q0; Bmax � q0�.
Finally, we summarize the above discussion as the

following guidelines toward parameter setting in practice.

ðTs; "; �Þ
"Ts

ð1��TsÞ < min½q0; Bmax � q0�
Ts < min½Bmax=�b; Tb=2�; " > 0
ð1� �TsÞ > 0 and �Ts ! 1

������
8<
:

9=
;:

6 CONCLUSION

Because 3G networks employ code-division and time-
division multiplexing, bandwidth variations sensed by the
mobile terminal are unavoidable. Various link adaptation
techniques employed by HSDPA provide higher peak data
rates, but they also aggravate bandwidth variations. How to
improve TCP performance over wireless links with band-
width oscillation is still an open problem. In this paper, we
first build a performance model for the standard TCP over
links with variable bandwidth to provide an accurate
estimation of throughput. The analysis results based on
this model convince us that the spurious timeout caused by
abrupt bandwidth decrease is one of the most important
factors which degrades TCP performance. In addition, the
loss of synchronization (even conflict) between the conges-
tion window adjustment and the bandwidth oscillation
results in bandwidth waste and buffer overflow which
leads bursty packet drops. Motivated by these insights, we
propose an enhanced solution based on the split-connection
scheme. The sending window size of a proxy is regulated

based on the dynamic values of varying bandwidth. Buffer
overflow and empty queue are effectively avoided through

keeping the length of the queue associated with the cellular
link around a fixed value, so that the bottleneck wireless
link is fully utilized and transport performance is im-
proved. Since some traditional mechanisms in the standard
TCP are disabled by the new control algorithm in the TCP

proxy, many possible factors which result in performance
degradation over wireless cellular links, such as spurious
timeouts, naturally disappear. In addition, the design
approaches in the robust sliding mode variable structure

control theory are suitable for random bandwidth variation.
Therefore, the precious wireless links are sufficiently
utilized and the TCP throughput is improved.
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