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Abstract—The congestion problem in Wireless Sensor Networks (WSNs) is quite different from that in traditional networks. Most

current congestion control algorithms try to alleviate the congestion by reducing the rate at which the source nodes inject packets into

the network. However, this traffic control scheme always decreases the throughput so as to violate fidelity level required by the

applications. In this paper, we present a solution that sufficiently exerts the idle or underloaded nodes to alleviate congestion and

improve the overall throughput in WSNs. To achieve this goal, a traffic-aware dynamic routing (TADR) algorithm is proposed to route

packets around the congestion areas and scatter the excessive packets along multiple paths consisting of idle and underloaded nodes.

Utilizing the concept of potential in classical physics, our TADR algorithm is designed through constructing a hybrid virtual potential

field using depth and normalized queue length to force the packets to steer clear of obstacles created by congestion and eventually

move toward the sink. The simulation results show that the proposed solution improves the overall throughput by around 370 percent

as compared to MintRoute, which is one of benchmark routing protocols. Furthermore, TADR scheme has low overhead suitable for

large-scale, dense sensor networks.

Index Terms—Wireless sensor networks, traffic-aware, routing, potential field, gradient.
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1 INTRODUCTION

CONGESTION in Wireless Sensor Networks (WSNs) has
negative impact on the performance, namely, de-

creased throughput and increased per-packet energy con-
sumption [21]. The congestion problem in WSNs is quite
different from traditional networks. As the main task of
WSNs is to gather information from the physical world, all
the data flows go toward a common sink, while in the
traditional network, they are always irregular because the
destinations are random. Due to the centralized traffic
pattern in WSNs, just bypassing the hot spots is ineffective
to eliminate the congestion because it will reappear near the
sink. The challenge in congestion control in WSNs also
stems from some additional requirements. For example, the
data generated during a crisis state are of utmost
importance, and loss of such data can violate the purpose
of deploying an unattended sensor network. In other
words, the congestion control in WSNs must not only be
based on the network capacity, but also on the fidelity
required by the applications.

Most of the prior works on congestion control in WSNs
have only focused on the traffic control (including end-to-end
and hop-by-hop). In other words, they basically try to throttle
the incoming traffic into the network once congestion is
detected. Although traffic control strategies are effective to
alleviate congestion in traditional networks, and are also

suggested in some wireless sensor network scenarios [21], [5],
[19], they are restricted or even unsuitable for special
purposes for the following two reasons: first, reducing source
traffic during a crisis state is undesirable since it will
significantly violate fidelity requirements. It may be a better
option to increase capacity by turning on more resources to
accommodate excessive incoming traffic during the crisis
state. Fortunately, the wireless sensor network can provide
elastic resource availability because of its dense deployment,
unlike its wired or other wireless counterparts. This distinct
advantage enables WSNs to employ adaptive capacity
planning schemes to avoid possible congestion and satisfy
fidelity requirements at the same time. Second, it is highly
likely that the congestion caused by burst traffic is often
transient by nature. For example, the sensor nodes will
generate transient bursts of traffic when the abnormal events
occur. It could be inefficient to cope with these transient
congestions by the traffic control based on feedback because
they may be alleviated through quickly adjusting the network
resource provisioning.

There are various common congestion control schemes,
such as capacity planning, end-to-end or hop-by-hop traffic
control, connection admission control, and buffering. It has
been pointed out in [6] that the selection of congestion control
schemesshould depend upon the characteristic of congestion.

In this paper, we propose a traffic-aware dynamic
routing (TADR) algorithm to route packets around the
congestion areas and scatter the excessive packets along
multiple paths where the idle or underloaded nodes are
sufficiently utilized in response to congestion under the
fidelity requirements. The cornerstone of the TADR algo-
rithm is to construct two independent potential fields using
depth1 and queue length, respectively. Normally, the depth
field would find the shortest paths for packets. Once the
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1. In this work, depth is defined as the least number of hops that a node
is away from the sink.
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queue length grows over a certain threshold, which always
means congestion, the packets would flow along other
suboptimal paths or just be cached in areas with more
buffers. Thus, the queue length potential field endows our
traffic-aware solution, and the depth field provides the
basic routing backbone to direct the packets to the sink.
These two fields will be combined into a hybrid potential
field to dynamically make routing decisions.

The rest of this paper is organized as follows: in Section 2,
we introduce the related work about congestion control in
WSNs and the motivation that drives us to design a potential-
based traffic-aware dynamic routing algorithm. Section 3
introduces the basic ideas underlying our solution and
builds up the potential fields used by our TADR. Section 4
presents some properties and other considerations about our
algorithm. In Section 5, we describe the details of the
implementation. This is followed by Section 6 where the
performance of TADR is evaluated through simulation
experiments on an arbitrary deployed network, and the
impact of parameters on the performance is also examined.
We conclude this paper in Section 7.

2 RELATED WORKS AND MOTIVATION

Congestion control is an important issue in WSNs. In [3],
the congestion in WSNs is classified into two categories. The
first one is node-level congestion caused by buffer overflow
in the node and can result in packet loss, and queuing delay
increasing. Another is link-level congestion that is related to
the wireless channels shared by several nodes using the
competitive MAC protocol, such as Carrier Sense and
Multiple Access with Collision Avoidance (CSMA/CA). In
this case, collisions could occur when multiple active sensor
nodes try to seize the channel at the same time. Most of
investigations mainly cope with node-level congestion and
leave link-level congestion to proper MAC protocols.

The traffic control is widely employed in studies on
congestion control in WSNs. CODA [21] presents the first
detailed investigation on congestion detection and avoid-
ance in WSNs, where congestion is detected by sampling
the wireless medium and by monitoring the queue
occupancy. As soon as a node detects congestion, it
broadcasts a backpressure message upstream, and then
the upstream nodes will throttle the traffic volume to
alleviate congestion. In addition, CODA also employs the
closed-loop source regulation, where long-term end-to-end
constant feedback from the sink to the source nodes is
required to adjust the sending rate through employing
additive increase and multiplicative decrease (AIMD)
scheme. FUSION [5] introduces three congestion control
techniques: hop-by-hop flow control, limiting source rate,
and a prioritized medium access control. Basically, it
mitigates congestion by throttling the transmissions of the
upstream nodes and the source nodes. However, in its rate
limiting mechanism, nodes need to continuously watch
their parents’ sending actions to determine when to
generate tokens. This continuous monitoring is too costly
and consumes more energy. ESRT [19] is an event-to-sink
reliable transport protocol, which can serve as a congestion
control protocol. In ESRT, the sink is required to periodi-
cally configure the source sending rate to avoid congestion.

Upon detecting congestion, all the data flows are throttled
to a lower rate. Similarly, Interference-Aware Fair Rate
Control (IFRC) [18] employs static queue thresholds to
determine congestion level and exercises congestion control
by adjusting outgoing rate on each link based on AIMD
scheme. Its feature is to use a tree rooted at each sink to
route all data. When congestion occurs, the rates of the
flows on the interfering trees are throttled. In [24], a
priority-based rate control mechanism is proposed to adjust
the source traffic rates based on current congestion in the
upstream nodes and the priority of each traffic source for
congestion control and service differentiation in wireless
multimedia sensor networks. Zawodniok and Jagannathan
designed a decentralized predictive congestion control
(DPCC) [25] scheme which detects the onset of congestion
using queue utilization and the embedded channel estima-
tor for predicting the channel quality. In DPCC, the
adaptive flow control algorithm selects suitable rate en-
forced by the adaptive back-off interval selection scheme.
RCRT [12] is a reliable transport protocol for wireless sensor
networks. It uses end-to-end explicit loss recovery and
places its congestion control functionality at the sink, whose
perspective into the network enables better aggregate
control of traffic, and affords flexibility in rate allocation.
In [2], Chen and Yang propose a congestion avoidance
scheme based on lightweight buffer management, which
follows the basic idea of the credit-based hop-by-hop flow
control in ATM networks, and employs a 1=k buffer scheme
to prevent hidden terminals from causing congestion.
Although traffic control can effectively alleviate congestion,
it could impose negative impact on fidelity. Thus, the
special nature of sensor networks calls for a new approach
to alleviate congestion that can satisfy the application
fidelity requirements.

Except for the schemes based on traffic control, there have
been some attempts to explore other mechanisms for
congestion avoidance in WSNs. SPEED [4] handles conges-
tion by throttling or rerouting the incoming traffic around the
hot spot. The rerouted path, however, may not have a larger
end-to-end channel capacity to accommodate the incoming
traffic, leading to congestion. Siphon [22] introduces some
virtual sinks (VS) with a longer range multiradio within the
sensor network. When the versus finds the redirection bit
enabled, it routes the packets using its own long range
communication network toward the physical sink, bypassing
the underlying sensor network routing protocols to avoid
potential congestion. In [3], Ee and Bajcsy proposed a
distributed congestion control scheme based on hop-by-
hop automatic repeat request in many-to-one routing
scenarios where the Congestion Control and Fairness (CCF)
routing scheme uses packet service time at the node as an
indicator of congestion. However, the service time alone may
be misleading when the incoming rate is equal to or lower
than the outgoing rate. The limitation of CCF is that it requires
the network topology to be static or near static. Wang et al.
[23] propose a hop-by-hop node priority-based upstream
congestion control protocol (PCCP), which refutes providing
equal fairness (e.g., CCF) to each sensor node in a multihop
WSN by attaching a weighted fairness to each sensor node.
PCCP infers the degree of congestion through packet
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interarrival time and packet service time and then imposes
hop-by-hop congestion control depending on the measured
congestion degree and the priority index. Congestion-Aware
Routing (CAR) [10] enforces a differentiated routing ap-
proach to discover the congested zone of the network that
exists between high-priority data sources and the data sink,
and to dedicate this portion of the network to forward
primarily high-priority traffic. Kang et al. [9] suggest
increasing the network resource (referred to as “resource
control”) to alleviate congestion and improve the through-
put. It incipiently checked the influence of multiple paths on
the end-to-end channel capacity and provided some guide-
lines to design the “resource control” algorithms. Two
practical “resource control” schemes are indeed proposed
in [7] and [8]. One is topology-aware resource adaptation
(TARA) strategy [7], which activates appropriate sensor
nodes whose radio is off to form a new topology that has just
enough capacity to handle the increased traffic. To efficiently
estimate the capacity using a graphic-theoretic approach,
TARA requires not only local knowledge, but also knowledge
about the end-to-end topology. This overhead is too high to
allow the network to scale up to a large number of nodes.
Another scheme proposed in [8] just finds multiple paths to
alleviate the congestion by bypassing the hotspots, ignoring
the characteristics of the centralized traffic pattern of WSNs.
In fact, alleviating congestion with multipath routing has
been proposed by several other works. In [16], Pham and
Perreau proposed splitting the traffic from the source into
multiple paths to achieve load balance and increase through-
put. An Interference-Minimized Multipath Routing (I2MR)
protocol is developed to increase throughput by discovering
zone-disjoint paths for load balancing, requiring minimal
localization support [20]. To avoid the additional costs of
multipath routing when the network is not congested, Popa
et al. [17] proposed Biased Geographical Routing (BGR)
protocol to reactively split traffic when congestion is
detected. The “bias” determines how far the trajectory of
splitting traffic will deviate from a greedy route (which is
always the shortest path). Because the bias is randomly
chosen, BGR likely makes the congestion worse under some
situations, as explained in the next section. In addition, BGR
needs location information of nodes provided by either GPS
or other coordinate system, thus incurring in additional
overhead.

Although BGR has the above-mentioned drawbacks, the
basic idea is interesting and suitable for congestion control
in WSNs because it essentially employs the dynamic
routing technique to alleviate congestion so as to decrease
the additional cost of static multipath routing. If its
drawbacks, such as the blindness during scattering packets
and the restrictions on coordinate systems, can be properly
overcome, we may obtain a more effective and practicable
congestion control mechanism for WSNs. Based on this
understanding, in this paper, we will follow the dynamic
capacity planning philosophy to alleviate congestion and
meet the fidelity requirement through designing a traffic-
aware dynamic routing protocol. Fig. 1 intuitively illustrates
our motivations (only one small part of wireless sensor
network is presented). If nodes A and B send or relay
packets on their shortest paths, respectively, node 1 will

easily be congested as shown in Fig. 1a. If node B blindly
scatters its excessive packets on a random detour path to
alleviate the congestion on its shortest path as in the BGR
algorithm, for example, forwarding packets to node 2,
congestion may arise or become worsen on other nodes as
shown in Fig. 1b. If the forwarding node takes the load
status on its neighbors into account to scatter the excessive
packets, an appropriate detour path consisting of idle or
underloaded nodes can be found purposely, but not
blindly, such as the detour path A! 4! 5! 6! Sink
for the packets from node A illustrated in Fig. 1c. Under this
traffic-aware dynamic routing paradigm, traffic will be
spatially spread in more even patterns and the more
resources can be sufficiently utilized so as to reduce
occurrence of congestion while improving overall through-
put. Obviously, the packets on the detour path will
experience a relatively large end-to-end delay. Undoubt-
edly, it is a negative impact in traditional networks;
however, this temporal spreading will benefit avoiding
congestions appearing readily around the sink because of
traffic centrality. Anyway, the objective of our traffic-aware
dynamic routing is to alleviate congestion and improve
throughput by distributing packets in both time and space.
Considering the features of large-scale dense sensor net-
works and the practicability of protocol, our routing
algorithm needs to keep low computational overhead to
allow timely execution on slow processors, maintain the
minimal amount of state information, and dispense with the
global knowledge and extra overhead, such as node
position information. To achieve this goal, we will borrow
the concept of potential in classical physics to design a
traffic-aware dynamic routing scheme for WSNs.

3 BASIC ROUTING ALGORITHM

3.1 Description of Proposed TADR Scheme

Basu et al. [1] utilize the steepest gradient search method to
propose a potential-based routing paradigm in the context
of traditional network. However, it does not attract
widespread attention because of its huge management
overhead. It is indeed expensive to build an exclusive
virtual field for each destination in traditional networks
where numerous destinations may be distributed arbitra-
rily. On the contrary, the centralized traffic pattern in
WSNs with a single (at most several) sink(s) is very
beneficial for drastic decrease of management cost to
implement a practical potential-based routing algorithm.
Therefore, our TADR scheme is also designed based on the
concept of potential field.

Before starting to design the concrete algorithm, we first
show how it works. Intuitively, the potential field used by
the TADR packets can be viewed as a “bowl” illustrated in
Fig. 2. The sink resides at the bottom, and all data packets
flow down along the surface just like water. In lightly
loaded networks, the surface of the “bowl” is smooth, and
hence our algorithm acts just like the shortest path routing.
But in heavily loaded cases (e.g., burst of data packets
caused by detection of a monitoring event), the congestion
will form some bulges on the bowl surface, which will block
the packets to flow directly down to the bottom along the
shortest path, namely, bypass the congestion areas. The
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excessive packets will be driven by the potential field to

find the appropriate detour path without obstacles, i.e., idle

or underloaded nodes. When the congestion disappears, the

bowl surface becomes smooth, and the packets continue to

move along the shortest path. Essentially, through spread-

ing the packet transmissions spatially and temporarily, our

TADR scheme can alleviate congestion, while improving

the throughput at the same time.
In the next section, we will describe how to construct the

routing potential fields using depth and queue length,

respectively, and then how to integrate them together to

make dynamic routing decision.

3.2 Design of Potential Fields

3.2.1 Potential Field Model

In the “bowl” model shown in Fig. 2, we can view the whole
network as a gravitational field. A packet can also be
viewed as a drop of water, moving down to the bottom
along the surface of the bowl. The trajectory of this packet is
determined by the “force” from the gravitational potential
field. Otherwise, there is an imaginary “hole” which is
analogous with the sink node at the bottom.

We assign a single-valued potential, V ðvÞ, to every node
v on the bowl surface to form a scalar potential field.

Let us consider a packet p at node v. To reach the sink, p
must be forwarded to one of the neighbors of v (in the rest
of this paper, we refer the neighbor set of node v as nbrðvÞ).
To determine this “next hop” neighbor, we define a “force”
acting on the packet p at node v based on the potential
difference between node v and each one of its neighbors.
Thus, for a neighbor w 2 nbrðvÞ, we define this “force” as

F ðv; wÞ ¼ V ðvÞ � V ðwÞ
cvw

: ð1Þ

Here, cvw is the cost of the radio link from node v to w, and
will be described in detail later in this section.

The packet p is forwarded to the neighbor for which the
“force” F ðv; xÞ is maximum, namely, the neighbor in the
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routing paths.



direction of the steepest gradient. If the surface is smooth,

this water drop will fall straight to the bottom; but if it is

somewhat rough, the water drop will move along an

irregular curve which is formed by a series of “valleys.”
Our TADR scheme constructs this smooth “bowl” using

the depth. At the same time, the queue length on the nodes

will bring some bulges on its surface to make the algorithm

traffic aware.

3.2.2 Depth Potential Field

To provide the basic routing function (which the smooth

“bowl” does), namely, to make each packet flow toward the

sink, TADR defines the depth potential field VdðvÞ as

VdðvÞ ¼ DepthðvÞ; ð2Þ

where DepthðvÞ is the depth of node v. Thus, the depth field

force from node v to its neighbor w 2 nbrðvÞ is given by

Fdðv; wÞ ¼
VdðvÞ � VdðwÞ

cvw
: ð3Þ

DepthðvÞ is quite similar to the length of the shortest path

since they both represent the distance from the destination.

If the shortest path algorithm chooses the radio hops as its

routing metric, DepthðvÞ will actually become the length.

Due to the centralized traffic pattern in WSNs, DepthðvÞ has

some special properties. The depth difference between node

v and its neighboring node w 2 nbrðvÞ can only be one of

�1, 0, and 1, since the nodes two hops away from a node

cannot become its neighbors. Hence, the depth field force

Fdðv; wÞ should also be one of 0, 1
cvw

, and � 1
cvw

.
In a word, the depth potential field encourages packets

to flow directly to the sink.

3.2.3 Queue Length Field

In our “bowl” model, packets move from a node to a

neighbor with lower potential. To avoid a hotspot which is

identified by a large queue, the potential at this node should

be raised. Now, we define the queue length potential field

at node v as

VqðvÞ ¼ QðvÞ: ð4Þ

Here, the function QðvÞ denotes the normalized queue

length at node v and defined by

QðvÞ ¼ Number of packets in the queue
Buffer Size at node v

:

Then, we define the queue length potential force Fqðv; wÞ
from node v to w 2 nbrðvÞ as follows:

Fqðv; wÞ ¼
VqðvÞ � VqðwÞ

cvw
: ð5Þ

The range of QðvÞ is ½0; 1�, and hence Fqðv; wÞ 2 ½�1
cvw
; 1
cvw
�.

Driven by this potential field, packets will always be

forwarded toward the underloaded areas, bypassing the

hotspots. However, this field is not loop free since it

changes dynamically. We have noticed these routing loops

in our simulation experiments, and explain later why some

of these loops are reasonable.

3.2.4 Superposition of Potential Fields

We have defined two different potential fields. The queue
length field makes the routing algorithm traffic aware,
which is the main attribute of our TADR scheme. How the
queue length field performs on the routing decision depends
on the way that the above two independent potential fields
are combined together. Naturally, there are various combi-
nation patterns, including linear and nonlinear. It is difficult
to find a perfect method to make an optimal combination.
Intuitively, whichever combination pattern is adopted, the
final routing decision depends on three factors, i.e., the
values of depth field and queue length field, the combination
expression, and coefficients of various items in the combina-
tion expression. Actually, the latter two factors determine
the degree of influence of different potential fields on
decision making together. For simplicity and tractability, we
linearly combine them as follows:

VmðvÞ ¼ ð1� �ÞVdðvÞ þ �VqðvÞ; ð6Þ

where VmðvÞ is the potential of this combined field at node
v, and 0 � � � 1. The adjustable � independently controls
the degree of influence of two fields on routing decision.
Then, the combined force from node v to w 2 nbrðvÞ is

Fmðv; wÞ ¼
VmðvÞ � VmðwÞ

cvw
: ð7Þ

This equation can be rewritten as

Fmðv;wÞ ¼ ð1� �ÞFdðv; wÞ þ �Fqðv; wÞ: ð8Þ

The radio link cost cvw in the proposed TADR scheme
takes the distance into account for the sake of conve-
nience, namely:

cvw ¼ distv!w; ð9Þ

where distv!w denotes the distance from node v to node w.
If we use the radio wave range as unit to measure the
distance between the nodes, then

0 < distv!w � 1; if w 2 nbrðvÞ;
distv!w > 1; if w 62 nbrðvÞ:

�

Fig. 3 depicts an example of the hybrid potential field. The
queue occupancy only appears on the small part of nodes,
where the hybrid potential field bulges.

3.2.5 Select the Next Hop Node

In the aforementioned bowl model, the water drops will
flow along the direction of the maximum force, which is
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also the direction of the steepest gradient. TADR selects the
next hop node just following this rule. Note that, in a lightly
loaded network or a lightly loaded period, the steepest
gradient method will choose the shortest paths. Otherwise,
it will dynamically choose multiple paths, not only the
shortest ones, since the queue length is dynamically
changing. That opens the way for the underloaded areas
to cache or relay the overflowing packets.

4 PROPERTIES OF TADR AND OTHER

CONSIDERATIONS

4.1 Choosing Multiple Paths

The parameter � reflects the weight of the queue length
factor, and thus naturally decides when TADR begins to
drive packets out of the congested path and scatter them
in other underloaded areas. It is determined by the
following theorem:

Theorem 4.1. For node v in depth d, let S ¼ fxjDepthðxÞ ¼
d; x 2 nbrðvÞg [ fvg a n d L ¼ fxjDepthðxÞ ¼ d� 1; x 2
nbrðvÞg. If 9s 2 S and s can be chosen as the next hop node
of v, the parameter � should satisfy

� >
1

1þ cvl
cvs
� 1

� �
QðvÞ þ QðlÞ � cvl

cvs
QðsÞ

� � ; ð10Þ

where cvl and cvs are the link cost from v to l and s,
respectively.

Proof. For node v in depth d, let l 2 L be the node with the
minimal queue length among all the lower depth
neighbors, and let s 2 S. Note that, if v does not choose
l as its parent, it will not choose any other nodes in L
since the queue length of l has already been the minimal.
Now, the potential values at each of nodes are

VmðvÞ ¼ ð1� �Þdþ �QðvÞ; ð11Þ
VmðlÞ ¼ ð1� �Þðd� 1Þ þ �QðlÞ; ð12Þ
VmðsÞ ¼ ð1� �Þdþ �QðsÞ: ð13Þ

Then, we get the force values in node v as

Fmðv; lÞ ¼
1� �þ �ðQðvÞ �QðlÞÞ

cvl
; ð14Þ

Fmðv; sÞ ¼
�ðQðvÞ �QðsÞÞ

cvs
: ð15Þ

If node v chooses s rather than l as its parent, there
must hold

Fmðv; sÞ > Fmðv; lÞ: ð16Þ

Substituting (14) and (15) into (16), we can get

� >
1

1þ cvl
cvs
� 1

� �
QðvÞ þ QðlÞ � cvl

cvs
QðsÞ

� � :
ut

Specially, when cvl ¼ cvs, we get

� >
1

1þ�Q
; ð18Þ

where �Q ¼ QðlÞ �QðsÞ.

Remarks. Theorem 4.1 grants that a node can choose its
parent from the same depth neighbors. A node can also
choose itself as its own parent, which means that all
packets will stay in this node rather than being sent out.
Intuitively, in our bowl model, only if the potential of
nodes in the lower depth grows higher than that of nodes
in the same depth, the packets can be forwarded to the
same depth neighbors. For any node, the potential can
increase by � at most (when the queue length is 1).
Therefore, if and only if � > 1� � where (1� �) is the
inherent depth potential difference, this node will choose
a neighbor in the same depth as its parent. Hence, we get
� > 1

2 . This is simply the special case of expression (18)
with �Q ¼ 1.

Note that �Q is an important value since it is the
threshold for allowing the same depth neighbors to join in
the competition of being chosen as the parent: if the
difference of queue length between the lower depth
neighbors and the same depth ones exceeds �Q, nodes
will send their packets out of the shortest path. Given
�Q 2 ½0; 1�, we have � > 1

2 . Since �Q has definite physical
meaning, i.e., the difference in queue length, we assign

� ¼ 1

1þ�Q
ð19Þ

and then control the weight of the queue length factor by
adjusting �Q.

We now check the condition that allows packets to go
backward to the higher depth neighbors.

Theorem 4.2. For node v in depth d, let H ¼ fxjDepthðxÞ ¼
dþ 1; x 2 nbrðvÞg a n d L ¼ fxjDepthðxÞ ¼ d� 1; x 2
nbrðvÞg. If 9h 2 H and h can be chosen as the next hop node
of v, the parameter � needs to satisfy

� >
1þ cvl

cvh

1þ cvl
cvh
þ cvl

cvh
� 1

� �
QðvÞ þ QðlÞ � cvl

cvh
QðhÞ

� � ; ð20Þ

where cvl and cvh are the link metric from v to l and h,
respectively.

Proof. The proof of Theorem 4.2 is similar to that of
Theorem 4.1 tu

Also, when cvl ¼ cvh, we get

� >
1

1þ �Q0

2

; ð21Þ

where �Q0 ¼ QðlÞ �QðhÞ.
Remarks. �Q0 is the threshold that allows the higher depth

neighbors to join in the competition of being chosen as
the parent, similar to �Q. According to expression (19),
the relationship between �Q0 and �Q is

�Q0 > 2�Q: ð22Þ

The meaning of this expression is that, for � ¼ 1
1þ�Q , if

the difference of queue length between the lower depth
neighbors (which are in the shortest paths) and the
same depth ones exceeds �Q, the proposed TADR may
choose its parent from the same depth neighbors; and if
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the difference of queue length between the lower depth
neighbors and the higher depth ones exceeds 2�Q, then
TADR may choose the parent from the higher depth
neighbors, namely, to forward the packets backward.

4.2 Caching and Spreading over Time

Due to the centrality of traffic in WSNs, simply bypassing
the intermediate local hotspots is hard to completely avoid
congestion because the hotspots would reappear near the
sink if most of the scattered packets approach the sink from
different directions simultaneously.

A straightforward solution for this problem is just to
cache these packets in the idle or underloaded nodes,
waiting for some time to approach the sink. In other words,
besides spreading spatially the excessive packets along the
multipaths, it is also necessary to spread temporally the
packets for further improving the overall throughput. As an
enhanced mechanism, the TADR scheme will use the
following rule to achieve this goal:

Rule 1. If QðwÞ ¼ 1; w 2 nbrðvÞ; w should not be selected
as the parent in any case.

Rule 1 avoids dropping packets at the hotspots—it is
more reasonable for the packets to be cached in the local
node rather than to be dropped at the parent. Analogously,
in our bowl model, if the bottom is full of water, the
newcomers will stop at the surface to wait for the water to
drain through the “hole” at the bottom.

Additionally, Rule 1 implies implicit source rate control.
If all the paths between a source node and the sink are full
of cached packets, this source node will be compelled to
slow down. Rule 1 may also benefit energy efficiency since it
pushes the dropping of packets backward to the source
nodes, which reduces the energy wastage.

However, nodes will sometimes stop transmitting packets
under Rule 1, and thus the movement of these packets is
slowed down, which in turn increases the end-to-end delay.

As a summary, Fig. 4 can clearly explain the meaning of
above theorems and RULE. Because of the burst traffic from
node 5, node 1 becomes a hotspot. Therefore, when node 4
chooses its parent, node 1 is not an appropriate candidate. If
the difference of the normalized queue length between node 3
and node1 exceeds �Q, TADR may choose node 3 as its

parent, namely, the packets in node 4 are moved to the same
depth neighbor. If the difference of the normalized queue
length between node 6 and node 1 exceeds 2�Q, the packet is
likely sent backward. This choice can be purposely prohib-
ited, but it also implies that the routing protocol gives up the
chance that the packet is moved to node 0 with the lower
depth through the detour path 4! 6! 2! 1. Otherwise,
the packet in both node 6 and node 3 could also be sent back to
node 4 when the transient congestion disappears and the
queue on node 4 is drained away after some time, which
forms a routing loop. Most of these routing loops are
beneficial to alleviating congestion and improving through-
out because both node 3 and node 6 can be regarded as a
caching pool under this situation. The memory resources on
node 4 will be released to accommodate the packets from its
upstream nodes, such as node 7. In addition, RULE 1 defines
another caching scheme. For example, if the normalized
queue length in all direct neighbors of node 4 equals to 1, the
packet will stay in node 4.

5 DESIGN OF DISTRIBUTED ROUTING ALGORITHM

TADR needs the state information from neighbor nodes,
such as queue length and depth, to construct the potential
field. The excessive update messages will introduce over-
head. To exchange message among direct neighbors and
retain this overhead, we design a signaling and some
auxiliary mechanisms.

5.1 Update Message

There are only two bytes in the update message used in the
TADR scheme. An 8-bit field for depth and another 8-bit field
for queue length. We assume that all nodes in the network
are homogenous and have the same buffer size, thus TADR
can get the normalized queue length. The reason for not
sending the potential Vm directly is that it will cost more
space to store a floating point number than two integers.

5.2 Depth

The function of TADR significantly depends on the depth
potential field, which forms the smooth surface of the bowl.
We will discuss how to construct this field in this section.

In the beginning, the depth of all nodes is initialized to
0xff , except for the sink whose default depth is 0. The sink
first sends the update message, and nodes one hop away
from the sink get their own depth by adding 1 to the depth
value in the update message. Then, the other nodes also
obtain their own depth by receiving update messages from
their neighbors which already have a depth in the same way
as the nodes one hop away. Otherwise, TADR will
recalculate the depth when it detects the topological changes.
The simplest way is to add 1 to the minimum effective depth
value remaining in the routing table.

5.3 Distance

The distance between two neighbors can be easily obtained
by several techniques, such as signal attenuation evaluation
or estimation depending on Received Signal Strength
Indicator (RSSI) [15]. It is noted that the distance used in
TADR may be approximate since it is enough to distinguish
relatively far or near from the local node.
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5.4 Time to Update

Generally, the depth field is quite stable and can be updated
in a long-term fashion; the queue length field varies just
when there is traffic passing by, so it can be updated in a
triggered fashion. In our implementation, to keep the pace
of updating, TADR defines a maximum updating interval
(MUI) and a least updating interval (LUI) between two
successive update messages. The update messages should
be delivered between an LUI and an MUI since the last one.
The LUI prevents sending too many update messages and
the MUI is used to keep the connectivity of the network. If
there are more than two MUIs since receiving the last
message from a neighbor, this neighbor is considered dead,
and TADR will recalculate the local depth and the routing
table. TADR will send an update message when any one of
the following events occur:

. Event 1. MUI timer expires. If the elapsed time since
sending the last update message exceeds an MUI,
the node will send a new one immediately, no
matter whether the depth or the queue length has
changed. This is always used to maintain the depth
potential field and keep the connectivity of the
network since MUI is relatively large.

. Event 2. Depth changes. If the depth of a node has
changed, and the elapsed time also exceeds an LUI
since the last successful update message, the node
will also send a new one.

. Event 3. The variation of the queue length exceeds a
certain threshold, denotedQupdate threshold. If the queue
length on a node has changed by Qupdate threshold, such
as 0.1, and the elapsed time also exceeds an LUI since
the last update message, the node will send a new
one. The queue length potential field is maintained by
this event.

By setting a large MUI and updating the queue length
field in a triggered fashion, TADR can efficiently reduce the
overhead. Additionally, TADR just exchanges routing
messages with its direct neighbors, which further decreases
the cost. The pseudocode about how to update in TADR is
listed in Fig. 5.

5.5 Processing of Update Message

When a node receives an update message from one of its
neighbors, it will refresh its routing table and reselect a next
hop node according to the previous algorithm. The pseudo-
code for processing the update message is listed in Fig. 6.

TADR uses the steepest gradient method to choose the
parent. More precisely, if there are more than one neighbor
which has the same maximum force Fm, TADR will choose
the next hop node according to maximum potential Vm,
minimum depth of neighbors and minimum cost of links in
turn. After doing that, if TADR still cannot determine the
candidate parent, it will choose one randomly.

6 PERFORMANCE EVALUATIONS

In this section, we evaluate the performance of TADR using
simulation experiments conducted on the TOSSIM platform
[11] built in TinyOS. The benchmark protocol is TinyOS’s
standard routing algorithm MintRoute, which is correctly
implemented in TinyOS. MintRoute employs hops from the
sink and the quality of radio links to find the next hop node.
In an overloaded network, MintRoute also chooses multiple
paths to route packets since it uses the number of dropped
packets at the local node to identify the link quality. We will
also use TADR (�Q ¼ 1) which degenerates to a kind of
shortest path algorithm enhanced by Rule 1 as a compara-
tive algorithm. Finally, we show the impact of key
parameters, such as �Q and Rule 1, respectively.

To evaluate the performance of routing protocols
separately, it is feasible to orthogonalize the network layer
and the MAC layer. Therefore, we assume a perfect MAC
protocol that can efficiently provide a stable radio link and
implement it in the TOSSIM simulator.

6.1 Performance Metrics

For a comprehensive performance evaluation, let us define
several quantitative metrics.
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Fig. 5. Pseudocode of TADR algorithm: Time to update.

Fig. 6. Pseudocode of TADR algorithm: Processing the update message
and choosing a parent. Function inserToRoutingTable() updates the
depth and queue length values in the routing table for the corresponding
neighbor; setLocalDepth() sets the depth value of the local node.



1. Receiving packets rate (RPR). It is defined as the rate
at which the sink receives packets. It is the appro-
priate metric that reflects the effect of “caching and
spreading over the time and space,” because RPR will
keep a nonzero value for a relatively long period if the
excessive packet is spread spatially and temporarily.

2. Throughput ratio (TR). It is defined as

TR ¼ Number of Packets Received by the Sink

Number of Packets Sent by Source Nodes
:

3. Energy consumption per received packet (ECRP).
The average consumed energy per packet received by
the sink reflects the energy efficiency of the protocols.

It is ratio of the total energy consumption to the
number of packets received by the sink successfully.
The lower the energy consumed per packet, the
higher the energy efficiency. In our simulation, we
assume 1 unit of energy (1 unit ¼ 60 mJ according to
the measurements in Telos platform in [13]) is
consumed for receiving packet. Since sending a
packet always needs more energy than receiving
one [14], assume that 1.5 units of energy is consumed
for sending packet with a constant size.

6.2 Simulation Setup

Fig. 7 shows a randomly deployed network and three event
areas. All 999 nodes spreading over a 100 m� 100 m square
form a flat multihop network. There is only one sink residing
at the center, and the radio wave range is 6 m. The detailed
deployment configuration is summarized in Table 1, and the
occurrence of the three events is described in Table 2. Every
event triggers 40 packets every second, and there are two
bursts for each event. The line with cross marker in Fig. 8
describes the average number of sending packets triggered
by the three events every second.

6.3 Comparative Analysis

Receiving packets rate. Fig. 8 also shows the RPR value of
different schemes, which is an average over periods of 10 s.
Obviously, there is a spread of transmission over the time
with TADR (�Q ¼ 0:4). A lot of packets, which are likely
dropped by MintRoute, are cached for a short time and
eventually reach the sink. Thus, TADR (�Q ¼ 0:4) success-
fully smooths the bursts and improves the throughput.
Relatively, MintRoute drops most of the burst packets,
while TADR (�Q ¼ 1 without Rule 1) performs much
better than MintRoute. Out of the bursting time
(160�210 s; 260�310 s), both of them receive few packets
at the sink, but TADR (�Q ¼ 0:4) continues to receive more
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TABLE 1
Configuration of Parameters: Random Deployment

TABLE 2
Events and Bursts Description

Fig. 7. Random deployment network.

Fig. 8. The distribution of transmission over the time. The vertical axis
denotes the rate of receiving packet rate on the sink in unit of pkts/s.



packets. Fig. 8 only exhibits that TADR can enforce the
temporal spreading during packet transmission, in order to
vividly demonstrate the spatial spreading, we take a series
of snapshots of the normalized queue length, and present
them in Fig. 9. Apparently, comparing with MintRoute and
the enhanced shortest path routing (TADR (�Q ¼ 1)),
TADR (�Q ¼ 0:4) spreads traffic over the network resulting
in sufficient utilization of more resources.

Throughput ratio. The statistics of the throughput are

listed in Table 3. There are 371.3 and 25.0 percent

improvements compared with MintRoute and TADR

(�Q ¼ 1 with Rule 1), respectively. When comparing with

TADR (�Q ¼ 1 without Rule 1), there is a 54.5 percent

improvement.
Energy efficiency. Table 3 also presents the energy

consumption per received packet. The energy efficiency of

our TADR with �Q ¼ 0:4 is a little worse than the enhanced

shortest path algorithm TADR (�Q ¼ 1 with Rule 1) but

better than MintRoute.
Obviously, MintRoute cannot properly avoid congestion

and results in excessive packet droppings. These worthless

energy wastages make its energy consumed per received

packet (ECRP) be higher than any one TADR.
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Fig. 9. The spatial distribution of transmission. The higher the gray-scale bar, the larger the normalized queue length on nodes. (a) MintRoute.
(b) TADR (�Q ¼ 1). (c) TADR (�Q ¼ 0:4).

TABLE 3
Statistics of Performance Metrics



The reason that TADR with �Q ¼ 0:4 has relatively
higher ECRP than TADR with �Q ¼ 1 includes twofold
aspects. On the one hand, compared with the enhanced
shortest path routing algorithm TADR (�Q ¼ 1), the
packets in TADR with �Q ¼ 0:4 are scattered to multiple
paths, and most of the cached packets travel for more hops
before reaching the sink. Fig. 10 shows the distribution of
received packets with respect to the hops experienced by
packets. The statistical results confirm this fact. Naturally,
the energy consumption in TADR with �Q ¼ 0:4 is higher
than one in TADR with �Q ¼ 1. This cost needs to be paid
for achieving high throughput. On the other hand, when the
long-traveled packets compete for the limited bandwidth of
the last hop, which always is the bottleneck of the network,
it is hard to eliminate packet droppings due to occasional
buffer overflow. The transmission of packets traveling
many hops before being dropped will deteriorate energy
efficiency. The longer the packets travel, the more obvious
the negative impact on energy efficiency is. This extra
energy wastage is not beneficial for improving throughput,
but causes ECRP increase. Rule 1 can only restrain this
wastage, but hardly eliminate it completely.

Compared with the shortest path routing algorithm
TADR (�Q ¼ 1) and MintRoute, TADR with �Q ¼ 0:4
makes a detour, which implies that the end-to-end delay
increases. The cumulative distribution function of end-to-
end delay presented in Fig. 11 confirms this prediction.

6.4 Different Traffic Pattern

In the previous experiment, to examine the ability of TADR
to alleviate congestion and improve throughput, the events

are elaborated to generate burst and heavy traffic. Next, the
light load is configured to verify its adaptability to various
load. Three events inject traffic with rate 10 packets/s
during 0-200 s, 100-300 s, and 200-400 s, respectively. The
other parameters keep unchangeable. The statistics are
listed in Table 4. Combining with the RPR curve shown in
Fig. 12 and the cumulative distribution function of end-to-
end delay depicted in Fig. 13, we can readily find that our
TADR degenerates a shortest path routing algorithm when
the traffic is relatively light.

6.5 Impact of �Q

Throughput ratio. As explained in Section 4, �Q repre-
sents the threshold at which TADR begins to route the
packets into multiple paths. The smaller �Q, the more
packets will be scattered to the multipath or be cached for
subsequent transmission, which finally brings a higher
throughput. Fig. 14 confirms this conclusion.

Additional overhead. Since the cost of detecting the
topology changes is unavoidable for all the routing algo-
rithms, we just check the additional overhead caused by the
variation of the dynamic queue length potential field. Fig. 15
shows the ratio of the total number of bytes transmitted in the
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Fig. 10. The distribution of hops.

Fig. 11. Cumulative distribution function of end-to-end delay.

Fig. 12. Receiving packet rate under light load.

Fig. 13. CDF of delay under light load.

TABLE 4
Statistics of Performance Metrics under Light Load



update message to the number of received packets at the
sink. For a clear explanation, we take TADR with �Q ¼ 0:4
for example: for a successfully received packet, the whole
additional overhead is to broadcast less than 7 bytes over just
one hop, since no update message is ever relayed. A smaller
�Q increases the weight of the queue length potential field
(see (19)), and hence aggravates the dynamics of the hybrid
field, thus resulting in a higher overhead.

We have also checked the influence of �Q on the energy
efficiency, as shown in Fig. 16. ECRPs of TADR are quite
similar for all �Qs and most of them are below that of
MintRoute, which shows a good energy efficiency.

6.6 Impact of RULE 1

As mentioned in Section 4, Rule 1 ensures the excessive
packets be effectively cached and also provides an implicit
source rate control. In this section, we will compare the

performance of TADR under this rule. The RPR curves in
Fig. 17 confirm that Rule 1 makes more excessive packets
be well cached and thus also improves the throughput
(also see Fig. 14).

Additionally, it seems that Rule 1 works well only when
there are many packets dropped. That is because if the
queues on nodes rarely overflow, Rule 1 will never be
activated. We can see from the simulation results in Fig. 14
that there is an obvious throughput improvement for high
�Qs under which the queues are prone to overflow because
TADR fails to find enough idle nodes to cache all the
dropped packets.

6.7 Explanations to Routing Loops

In [1], Basu et al. proved that the time-invariant potential
field is loop free. Unfortunately, from our observation, the
queue length potential field varies with time in TADR
scheme. We have also noticed routing loops in our simula-
tion results. Fig. 18 shows the variation of the length of the
queue at node 298 which resides near the sink (depth 1) and
on the shortest path of the event areas and Fig. 19 presents
how many times the routing loops occur under different �Q.
However, we think that most of these routing loops may be
reasonable, or even indispensable for congestion avoidance
and throughput improvement.

A typical routing loop is caused by a local minimal
potential, which is a hollow in our bowl model. At the
beginning, nodes around this minimal potential node may
send their packets to it, so this hollow will be filled up after
some time. Once the potential of this node goes higher than
that of any node around it, the node will send back packets
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Fig. 15. Additional overhead caused by queue variations.

Fig. 16. Average energy consumed per received packet.

Fig. 17. Spreading the transmission over the time.

Fig. 18. The queue length at node 298.

Fig. 14. Throughput under different parameters.



to its neighbors which just sent packets to it, thus creating a
routing loop. An example is illustrated in Fig. 4. Node 6 is a
“hollow” node, and it will form a looping circle with node 4
by the dashed line after some time when its queue is filled
up. We think this type of loops is reasonable because the
node with a locally minimal potential acts like a packet
pool, which caches packets to achieve the regular temporal
spreading. Most of this kind of routing loops occur within
two hops. The hop distribution of routing loops shown in
Fig. 20 can verify that the loop with two hops is the
majority, although there are other types of routing loops
caused by other factors, such as inaccurate information
about queue length caused by MAC delay when transfer-
ring the update messages. Note that all routing loops are
not permanent because the time-invariant depth field
dominates routing decision when a WSN operates. On the
other hand, TADR is capable of making a WSN recover
from congestion, namely, keeping it run normally.

7 CONCLUSION AND FUTURE WORK

The congestion control in WSNs is different from that in
tradition networks, such as Wireless LAN and ad hoc
networks. The pure traffic control is able to alleviate
congestion, but hard to satisfy the fidelity required by
applications. In this work, we follow the philosophy of
dynamic capacity planning to deal with the congestion
problem in WSNs. By carefully examining the special
characteristics of WSNs, we propose a potential-based
traffic-aware dynamic routing algorithm, called TADR. The
key idea underlying our algorithm is to define a hybrid scalar
potential field, which contains a depth field and a queue
length field. The depth field provides the basic routing
backbone which routes the packets directly to the sink along
the shortest path. The queue length field makes TADR traffic
aware. When the congestion appears, the excessive packets
are dynamically rerouted to multiple path consisting of idle
or underloaded nodes. Therefore, the TADR scheme can
effectively alleviate congestion through bypassing the hot
spots, and meet the fidelity requirements through improving
the overall throughput. An extra Rule is also introduced to
prevent dropping of packets at the hotspots near the sink. In
a word, our TADR achieves its objectives through spreading
spatially and temporally packets in a reasonable pattern. In
addition, TADR has other features which simplify the
implementation. It does not need any accessorial support,

such as coordinate system. In addition, TADR is a distributed
and scalable routing algorithm because it just needs local
information (from local node and its direct neighbors), and
the routing state information (i.e., depth and queue length) is
quite easy to obtain.

The limitation in this work is due to a lack of sufficient
understanding about the dynamics of time-varying poten-
tial fields; thus, the value of the key parameter �Q is
determined by numerous simulation experiments. If we
could build an analytical model for them, we would
dynamically select the optimal weight of the hybrid field
to adapt to different situations. This is a complex task, but
worthwhile to investigate in future work.

Moreover, some WSNs are application oriented, and
different applications have different requirements. To adapt
to this diversity, an open framework is needed to account
for other factors. We believe that a general framework
provided by the potential-based routing paradigm could be
extended to optimize various other metrics through con-
structing other potential fields and introducing additional
mechanisms for performance enhancement. For example,
we can extend TADR to support delay-sensitive and high-
integrity applications simultaneously through introducing
an enhanced mechanism. The packets from different
applications can be assigned to different weights carried
in the packet header. The hybrid potential field imposes the
different “force” on the different packets to drive them to
move along the different paths. The high-integrity packet
with light weight is well cached on the idle nodes and/or
detoured the underloaded paths, and the delay-sensitive
packet with heavy weight travels along shorter paths to
approach the sink as soon as possible. These may be
possible subjects of future work in this direction.
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