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Abstract—Energy is an extremely critical resource for battery-powered wireless sensor networks (WSN), thus making energy-efficient

protocol design a key challenging problem. Most of the existing energy-efficient routing protocols always forward packets along the

minimum energy path to the sink to merely minimize energy consumption, which causes an unbalanced distribution of residual energy

among sensor nodes, and eventually results in a network partition. In this paper, with the help of the concept of potential in physics, we

design an Energy-Balanced Routing Protocol (EBRP) by constructing a mixed virtual potential field in terms of depth, energy density,

and residual energy. The goal of this basic approach is to force packets to move toward the sink through the dense energy area so as

to protect the nodes with relatively low residual energy. To address the routing loop problem emerging in this basic algorithm,

enhanced mechanisms are proposed to detect and eliminate loops. The basic algorithm and loop elimination mechanism are first

validated through extensive simulation experiments. Finally, the integrated performance of the full potential-based energy-balanced

routing algorithm is evaluated through numerous simulations in a random deployed network running event-driven applications, the

impact of the parameters on the performance is examined and guidelines for parameter settings are summarized. Our experimental

results show that there are significant improvements in energy balance, network lifetime, coverage ratio, and throughput as compared

to the commonly used energy-efficient routing algorithm.

Index Terms—Wireless sensor networks, balancing energy consumption, energy-efficient routing, potential field.
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1 INTRODUCTION

WIRELESS Sensor Networks (WSNs) are deployed to
carry out various applications, such as environmental

monitoring, industrial control, disaster recovery, and battle-
field surveillance. WSNs are expected to play even more
important role in the next generation networks to sense the
physical world [1], [2].

It is well known that energy is one of the most critical
resources for battery-powered WSNs. To extend the net-
work lifetime as long as possible, energy efficiency becomes
one of the basic tenets in the WSN protocol design. In order
to use the limited energy available at sensor nodes more
efficiently, most existing routing schemes attempt to find
the minimum energy path to the sink to optimize energy
usage at nodes. However, the question arises whether it is
sufficient to focus only on the energy efficiency while
designing routing protocols for WSNs, or other objectives
such as network lifetime and coverage should also be taken
into account. Experiments performed as part of previous
research show that nodes closer to the sink tend to deplete
their energy faster than the others [3]. This uneven energy

depletion dramatically reduces the network lifetime and
decreases the coverage ratio. Furthermore, results in [4]
point out that by the time the nodes one hop away from the
sink exhaust their energy, there is still up to 93 percent of
initial energy left at the nodes farther away. Such imbalance
of energy consumption imbalance is definitely undesirable
for the long-term health of the network. If the sensor nodes
consume their energy more evenly, the connectivity
between them and the sink can be maintained for a longer
time, thus postponing the network partition. This more
graceful degradation of the network connectivity can
obviously provide substantial gains. Therefore, it should
be rational and practical to make an appropriate trade-off
between energy efficiency and balanced energy consump-
tion. With this in mind, in this paper we design a novel
routing scheme that overcomes the problem of energy
consumption imbalance in most existing energy-efficient
routing algorithms, and demonstrates the advantage of
balanced energy consumption across the network.

Before proceeding further, let us explain three main
reasons that can cause an imbalance in energy distribution:

1. Topology. The topology of the initial deployment
limits the number of paths along which the data
packets can flow. For example, if there is only a single
path to the sink, nodes along this path would deplete
their energy rather quickly. In this extreme case, there
are no ways to reach an overall energy balance.

2. Application. The applications themselves will de-
termine the location and the rate at which the nodes
generate data. The area generating more data and
the path forwarding more packets may suffer a
faster energy depletion.
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3. Routing. Most energy-efficient routing protocols
always choose a static optimal path to minimize
energy consumption, which readily results in energy
imbalance since the energy at the nodes on the
optimal path is quickly depleted.

In view of the above causes, there are five possible
solutions to balance energy consumption:

1. Deployment optimization. The original node dis-
tribution is to maximize network lifetime according
to the traffic pattern in applications, which can solve
the problem of mismatch between topology and
application. For example, we need to deploy more
nodes in the heavy-loaded areas and paths. In
addition, the areas closer to the sink should be
covered with higher energy density (ED), since the
closer to the sink a node is, the more packets does it
have to relay. Solutions based on this principle are
proposed in [5] and [6].

2. Topology control. The basic idea is that, instead of
transmitting at maximum power, nodes collabora-
tively adjust their transmission power and form a
proper network topology to balance energy con-
sumption. The investigations in [7], [8], and [9] fall
into this category.

3. Mobile sink/relay nodes. Mobile sink and relay
nodes can achieve a balanced energy consumption
by relieving heavily loaded areas or paths in a way
dual to the optimization deployment. However,
additional mechanisms need to be devised to
support node mobility. The solutions following this
paradigm can be found in [10], [11], and [12].

4. Data aggregation. Data from different sources are
aggregated by exploiting redundancy with the
objective of minimizing energy consumption in
transmissions. The work in [13], [14], and [15]
explores the possibility of avoiding energy holes in
data-gathering sensor networks through traffic
compression and data aggregation.

5. Energy-balanced routing. Under a designated to-
pology, employing an energy-balanced routing pro-
tocol (EBRP) may be a feasible approach to prolong
the network lifetime, yet maintaining the network
connectivity. To the best of our knowledge, only
little work takes energy consumption balance into
account while designing routing algorithms.

Although numerous energy-aware routing protocols
have been proposed in the literature, most of them focus
only on energy efficiency, namely finding the optimal path
to minimize energy consumption. In our opinion, an
energy-aware routing protocol should not only aim for
energy efficiency, but also for balancing energy consump-
tion balance. In addition, the routing protocols in WSNs can
be naturally classified into two categories according to
application requirements, namely data-query based routing
and data-gathering based routing. The former disseminates
the message of an interesting event in the network, thus
navigating queries to discover paths to the events. The latter
finds the path to the sink for data collected by sensor nodes.

In this paper, we develop an energy-balanced data-
gathering routing algorithm using the concept of potential

in classical physics [16]. Our scheme called energy-balanced
routing protocol, forwards data packets toward the sink
through dense energy areas so as to protect the nodes with
relatively low residual energy. The cornerstone of the EBRP
is to construct three independent virtual potential fields in
terms of depth, energy density, and residual energy. The
depth field is used to establish a basic routing paradigm
which keeps packets move toward the sink. The energy
density field ensures that packets are always forwarded
along the high energy areas. Finally, the residual energy
field aims to protect the low energy nodes. The final routing
decision is made by considering the three virtual potential
fields together.

The remainder of this paper is organized as follows: The
next section describes the related works. In Section 3, a
simple example illustrates how uneven energy depletion
results in network partition and degradation of network
coverage ratio, after which we present the motivation and
basic idea behind this work. Subsequently, the potential
fields used by EBRP are developed and the implementation
details are presented. To address the routing loop problem,
a loop detection and elimination mechanism is devised in
Section 4. The validation by simulation is described in
Section 5. While Section 6 evaluates the integrated perfor-
mance of the full EBRP algorithm through simulation
experiments on an arbitrarily deployed network. The
impact of parameters on the performance of EBRP is also
examined. Finally, the conclusions are drawn in Section 7.

2 RELATED WORK

As mentioned, numerous literatures focus on energy-
efficient routing protocols whose target is to find an optimal
path to minimize energy consumption on local nodes or in
the whole WSN [17], [18], [19]. Nevertheless, some existing
routing protocols have recognized the problem of energy
imbalance. For example, LEACH [20], EAD [21], and HEED
[22] provide energy balance within clusters by randomly
choosing the cluster head, but they are only localized
solutions. In [23], the authors define the energy-balance
property and then propose, analyze, and evaluate an
energy-balanced algorithm in single-hop wireless sensor
networks, however the assumption that every node can
directly communicate with the sink is not realistic for
multihop WSNs. In [3], the energy holes near the sink are
considered, but not the energy consumption balance across
the whole network. A nonuniform node distribution
strategy is proposed to achieve nearly balanced energy
depletion in [5]. However, its cost is considerable since the
number of nodes increases in geometric progression from
the outer coronas to the inner ones except for the outermost
one. The energy-aware routing in [24] maintains multiple
paths and properly chooses one for each packet delivery to
improve the network survivability. It may also be quite
costly since it needs to exchange routing information very
frequently (every time the energy value changes on the
nodes along the path) to get a precise routing metric. In [25],
a proactive multipath routing algorithm is provided to
achieve spatial energy balance, but it is actually a load
balancing mechanism because of the assumption that
“energy burden” and “traffic load” can be assimilated. In
practice, there are many factors, in addition to the traffic
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load, that contribute to energy burden in WSNs, such as
channel sensing and channel contention. Undoubtedly, the
energy profile can be balanced to a certain extent through
spreading traffic on multiple paths. However, it is not an
optimal solution because spreading traffic unaware of
residual energy distribution is somewhat blindfold.

In the literature, the integrated schemes for balancing
energy consumption are also investigated, and the routing
algorithm is regarded as an assisted mechanism. In [26], the
energy consumption is balanced by alternating between
hop-by-hop transmission mode and direct transmission
mode. Hop-by-hop transmission can save energy of the
nodes far away from the sink, while the direct transmission
mode can save energy of the nodes closer to the sink since
their relaying burden can be relieved in this mode. For
example, EBDG [15] takes full advantage of corona-based
network partition, mixed-routing, and data aggregation to
balance energy consumption.

Our proposed scheme EBRP employs the steepest
gradient search method to make the routing decision. There
exist some gradient-based routing protocols in WSNs. They
can be classified into two categories: information-query
based routing and data-gathering based routing. The
former routes information query from the sink to sources,
and the latter routes the data collected by nodes to the sink.
Most of the gradient-based information query routing
protocols [27], [28], [29], [30], and [31] use the natural
gradients of physical phenomena since the spatial distribu-
tion of many physical quantities (e.g., temperature mea-
surements from heat sensors), follows a natural diffusion
law. However, gradients imposed by the natural laws can
be far from perfect guides, as witnessed by the existence of
local extrema or large plateau regions. To overcome this
drawback, information potentials are computed in [32] by
solving for a discrete approximation to a partial differential
equation over appropriate network neighborhoods. The
solutions are classical harmonic functions, with a rich
algebraic structure and many useful properties, including
the absence of local extrema.

Some data-gathering routing protocols also use the
concept of gradient. For example, GBR [33] distributes
traffic evenly among all nodes and prevents nonuniform
traffic overloading. The sink broadcasts an interest message
that is flooded throughout the whole network. Each node
receiving the interest message will record the number of
hops taken by the interest message, thus computing the
number of hops it needs to reach the sink. Here the gradient
between two nodes is the difference between their hop
counts. A hop gradient is set up from the nodes to the sink
and all messages will flow in the direction toward the sink.
Actually, GBR is equivalent to the shortest path routing
since only the number of hops is considered to compute the
gradient. On the other hand, GRAB [34] is designed for
reliability by routing redundant copies of messages along a
band of interleaved mesh from each source to the receiver.
GRAB controls the width of the band by the amount of
credit carried in each data message, thus allowing the
sender to adjust the robustness of data delivery. A cost field
is defined by propagating advertisement packets in the
network. The cost at a node is the minimum energy
overhead to forward a packet from this node to the sink

along a path. In other words, GRAB employs multiple paths
and the cost field to enhance the reliability of data delivery
and minimize energy consumption, but still readily leads to
energy imbalance or even energy holes. In addition, GRAB
heavily relies on periodic flooding to maintain the gradient
information, resulting in high bandwidth requirement and
energy overhead. SGF [35] extends GRAB through oppor-
tunistically selecting the forwarder among multiple candi-
date nodes to adapt to transient channel variations and
topology changes. The maintenance of gradient is purely
driven by data transmissions and hence decreases over-
head. However, the opportunistic selection hardly guaran-
tees the monotonicity of the cost field, so that routing loops
are likely to develop uncontrolled.

Concepts of potential and gradient are applied not only to
wireless networks, but also in wired ones. For example, the
traffic-aware routing algorithm called PBTA [36] is devel-
oped to route packets around the congested hot spots in the
network, so as to improve the end-to-end delay and jitter.
However, it does not attract widespread attention because of
its huge management cost. It is indeed expensive to build an
exclusive virtual field for each destination in traditional
networks where every randomly deployed node can be the
destination of some packet. On the contrary, the many-to-
one centripetal traffic pattern in WSNs with a single sink
requires that only one hybrid potential, namely that for the
sink, is maintained when potential-based routing is applied.
In [37], inspired by the magnetism in physics, the authors
devise a simple data dissemination mechanism in which the
data packets, which are regarded as metallic nails, are
attracted by the sink node just like a piece of magnet. This
simple data dissemination mechanism can only provide the
basic routing function, i.e., instructing packets move toward
the sink, through constructing a single magnetic field.

In gradient-based routing, the gradient is only a state
representing the direction toward neighboring nodes
through which a destined sink can be reached. It can be
set up according to different variables, such as hop count,
energy consumption, physical distance, and fingerprint of
the monitored phenomenon. In this paper, we will borrow
the concept of potential in classical physics and construct
multiple potential fields using different network state
variables, such as depth, residual energy, and energy
density; and then superpose them into a virtual hybrid
potential field using the normalized field strengths to drive
data packets toward the sink through the dense energy area.
The dynamic potential field varying with the distribution of
node residual energy provides chances for the routing
based on potential to consume energy as evenly as possible
in any network environments.

3 BASIC ROUTING ALGORITHM

In this section, we present the basic idea underlying the
proposed EBRP scheme. For better understanding, let us
first introduce some definitions and terminologies.

3.1 Definitions

Network partition. The nodes in a WSN may fail to operate
for some reasons, when the network may split into two or
more disconnected partitions. This phenomenon is called
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network partition which may deteriorate or even nullify the
usefulness and effectiveness of the whole network. There-
fore, it is crucial to avoid the network partition. In this
work, we focus on balancing energy consumption to avoid
the network partition caused by energy exhaustion due to
excessive and unbalanced usage.

Neighbor. All the nodes in the radio coverage disk of
node i except for i itself are its neighbors, denoted by nbrðiÞ.

Depth. The depth of a node is the number of hops along
the shortest path from the sink.

Energy density. The energy density of a point ðx; yÞ in the
network is defined as the ratio of the sum of residual energy
of the nodes within the radio coverage disk to the area of
the radio coverage disk.

3.2 Motivation

For routing protocol design in WSNs, the energy balance
and energy efficiency should be two different technical
goals, since they will lead to routing algorithms with
different attributes. An energy-efficient routing protocol
tries to extend the network lifetime through minimizing the
energy consumption; whereas an energy-balanced routing
protocol intends to prolong the network lifetime through
uniform energy consumption. The former readily results in
the premature network partition that disables the network
functioning, although there may be much residual energy
left. On the other hand, the latter may not be optimal with
respect to energy efficiency, as it can burn energy evenly to
keep network connectivity and maintain network function-
ing as long as possible. Let us use a simple example to
demonstrate what uneven energy depletion results in and
how the proposed scheme EBRP works to balance energy
consumption. One small part of a wireless sensor network is
illustrated in Fig. 1a. (Note that there may be many sensor
nodes on the right side of the sink; also for a clear
description, we manually split the visible field into four
areas.). Assume an event occurs in area 1, which is far away
from the sink. Most existing energy-efficient routing
protocols are prone to choose the shortest path because
there are only 2 hops to reach the sink and the energy
consumption is minimized. Unfortunately, node 1 in area 2
runs out of its energy quickly because it has to relay too
many packets from area 1 and area 4. The residual energy
histogram in Fig. 1b presents simulation results, which
confirm this phenomenon. Whenever this occurs, there will
be a few living nodes in area 2, thus the network
connectivity is affected, and area 4 could be partitioned

from the rest of the network because node 1 has exhausted
its battery power.

How to protect area 2? more precisely how to balance
energy consumption between area 2 and the other areas? As
the energy density of area 2 is as high as the other areas,
EBRP would choose the same route as most energy-efficient
routing algorithms. After some time, however, when the
residual energy on the nodes in area 2 becomes lower than
that on the nodes in the other areas, EBRP could route the
packets from area 1 through area 3 where there are more
nodes and energy before the energy on the nodes in area 2 is
exhausted. Thus, area 2 is protected properly. By this way,
both energy efficiency and energy balance are taken into
account, thus achieving a compromise. The key issue is how
to dynamically switch among the different paths depending
on the available local information, such as residual energy,
depth, and energy density.

Enlightened by the concept of the “potential” in classical
physics, we can purposely build up a virtual potential field
using various information on every node to naturally
“push” the packet to the sink through the dense energy
area. In order to demonstrate this basic idea, we construct a
virtual potential field using the energy in a sensor network
where the nodes are dense at the center but sparse at the
edge. Its topology is depicted in Fig. 2a, and the
corresponding energy potential field shown in Fig. 2b looks
like a hill. If the packet could always “climb” to this hill
along the direction of the gradient (i.e., the direction in
which the potential varies fastest), it would eventually
reach the sink residing at the center. Since the energy is
consumed by packet transmission and other operations, the
potential field is time varying. Therefore, the route based on
potential will dynamically change, which implies that the
energy consumption will be balanced.
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Fig. 2. EBRP’s basic principle. (a) Deployment of Sensors. (b) Potential
Field.



In practice, it is not easy to construct and maintain such a
perfect potential field like the one depicted in Fig. 2 because
of random deployment and heterogeneous nodes. We need
to make use of most of the valuable information to build up
an available potential field.

3.3 Design of Potential Fields

In this section, we will describe how to construct the potential
fields using depth, energy density, and residual energy on
each node, and how to compound them into a unified virtual
potential field to drive packets to move toward the sink, at the
same time balance the energy consumption.

3.3.1 Potential Field Model

For the convenience of discussion, we first recall several
concepts in the classical potential theory with an example of
electric field. The concepts include potential, potential field,
field strength, force, potential difference, directional differ-
ential coefficient, and gradient (for details, see [16]).

A positive electrical charge +Q residing at position
ðx0; y0Þ induces an electric potential field V ðx; yÞ at ðx; yÞ
around itself:

V ðx; yÞ ¼ Q

4��0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2 þ ðy� y0Þ2

q : ð1Þ

Here �0 is a constant. Thus, the field strength ~Sðx; yÞ is

~Sðx; yÞ ¼ dV

dx
;
dV

dy

� �
: ð2Þ

The direction of the field strength and that of the force ~F
which the negative electric charge suffers are the same as
shown in the left part of Fig. 3. Equation 2 also signifies that
the direction of field strength is the same as that of the
gradient, namely the negative charges will be forced to
move along the direction of the gradient, which is also the
direction in which the electric potential varies the fastest.

The gradient is the maximum directional differential
coefficient, which can be represented by the ratio of the
potential difference to the distance between two points, as
shown in the right part of Fig. 3, which is just the potential
model employed by our energy-balanced routing algo-
rithm. Therefore, if all the directional differential coeffi-
cients between one point and its neighboring points are
known, the gradient at this point can be obtained.
Particularly, if a node i is a local maximum, i.e., the force
from node i to any of its neighbors is negative, the neighbor
with the maximum force will be choosen as the next hop.

Taking the complexity and diversity of WSNs into
account, we define three different potential fields using
depth, energy density, and residual energy, respectively,

and then superpose them together to form a hybrid
potential field to force the packets to move toward the sink
as well as to keep the residual energy even. By this way, the
occurrence of network partition caused by energy holes can
be deferred, and the network lifetime could be extended.
These three fields have different attributes and effects on
the routing decision. The depth field compels the data
packet to flow toward the sink directly. The energy density
field drives packets through the areas with more energy,
namely the packets take relatively long “detours” to balance
energy consumption. The residual energy field intends to
protect low energy nodes from dying.

3.3.2 Depth Potential Field

To provide the basic routing function, namely to instruct
packets move toward the sink, we define the inverse
proportional function of depth as the depth potential field
VdðdÞ:

VdðdÞ ¼
1

dþ 1
; ð3Þ

where d ¼ DðiÞ denotes the depth of node i. Then, the depth
potential difference Udðd1; d2Þ from depth d1 to depth d2 is
given by

Udðd1; d2Þ ¼ Vdðd2Þ � Vdðd1Þ ¼
d1 � d2

ðd2 þ 1Þðd1 þ 1Þ : ð4Þ

Since the potential function VdðdÞ is monotonically
decreasing, when the packets in this depth potential field
move along the direction of the gradient, they could reach
the sink eventually and the basic routing function can be
achieved. For a given network topology, VdðdÞ is definite
and time invariant. Moreover, when the data packets
move closer to the sink, the centrality should be larger,
where the centrality denotes the trend that a node in depth
d forwards the packets to the neighbors in depth d� 1.
Some other properties of the depth field are summarized
as follows:

1. The value of the depth difference of neighboring
nodes should be one of 0, 1, and �1 since the nodes
two hops away from a node cannot become its
neighbors. Thus

Udðd1; d2Þ
¼ 0; if d1 ¼ d2;
>0; if d1 � d2 ¼ 1;
<0; if d1 � d2 ¼ �1:

8<
: ð5Þ

2. The potential difference from depth nþ 1 to n is
given by
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distance between nodes i and j. A packet is considered as a unit negative charge e�.



Udðnþ 1; nÞ ¼ 1

ðnþ 1Þðnþ 2Þ ; for n � 0: ð6Þ

Obviously, Ud is a fast decreasing function, which
implies that the closer the packet approaches to the sink
(i.e., the depth of node n is small), the larger is the tendency
that it moves toward the sink. After three potential fields
are finally superposed together (see Section 3.3.5), the
“force” originating from the depth potential field is
dominant near the sink. For example, both the potential
difference from depth 2 to 1 and from depth 1 to the sink
(depth 0) are rather large: Udð2; 1Þ ¼ 1=ð1þ 1Þ � 1=ð2þ 1Þ ¼
1=6, Udð1; 0Þ ¼ 1=ð0þ 1Þ � 1=ð1þ 1Þ ¼ 1=2. However, in the
area far away from the sink (i.e., large n), the centrality is
quite weak, which is favorable for energy balance since it
can provide more chances for packets to choose an
appropriate route (not the shortest path). For instance, the
depth potential difference from depth 10 to 9 is quite small:
Udð10; 9Þ ¼ 1=ð9þ 1Þ � 1=ð10þ 1Þ ¼ 1=110. In these areas,
the “force” originating from the depth potential field could
not be dominant any longer; some possible disturbances
caused by the other two fields (defined in the subsequent
section) enable packets deviate from the shortest path.
Fig. 4 illustrates the shape of a general depth potential field.
In a word, the static depth potential field always attracts
packets to move toward the sink. Otherwise, it drives the
packets in different positions to approach to the sink with
different “forces.”

3.3.3 Energy Density Potential Field

A node adds up the energy values of all its neighbors,
which can be obtained through messages exchanged among
nodes (see Section 3.5), and calculates the area of the radio
coverage disk, so that the corresponding energy density can
be readily obtained using the aforementioned definition.
EBRP defines the energy density potential field as follows:

Vedði; tÞ ¼ EDði; tÞ; ð7Þ

where Vedði; tÞ is the energy-density potential of node i at
time t, and EDði; tÞ is the energy density on the position of
node i at time t. Thus, the potential difference Uedði; j; tÞ
from node i to node j is given by

Uedði; j; tÞ ¼ Vedðj; tÞ � Vedði; tÞ ¼ EDðj; tÞ � EDði; tÞ: ð8Þ

Driven by this potential field, the data packets will
always flow toward the dense energy areas. However, with
only this energy density field, the routing algorithm is not

practical since it would suffer from the serious problem of

routing loops. This fact will be clarified in the subsequent

simulation experiments. The depth potential field will play

an important role in eliminating the routing loops. Other-

wise, in order to protect low energy nodes (especially, those

in the paths toward a dense energy area), an extra potential

field with respect to the energy needs to be constructed.

3.3.4 Energy Potential Field

EBRP defines an energy potential field using the residual

energy on the nodes in order to protect the nodes with

low energy:

Veði; tÞ ¼ Eði; tÞ; ð9Þ

where Veði; tÞ is the energy potential of node i at time t, and

Eði; tÞ is the residual energy of node i at time t. Then

potential difference Ueði; j; tÞ from node i to j is derived as

Ueði; j; tÞ ¼ Veðj; tÞ � Veði; tÞ ¼ Eðj; tÞ � Eði; tÞ: ð10Þ

The two latter potential fields are constructed using the

linear functions of energy density and residual energy,

respectively. Although the properties of the linear potential

fields are straightforward, both of them are time varying,

which will result in the routing loop.

3.3.5 Hybrid Potential Fields

We define three different potential fields. Eventually, they

need to be superposed together to impose the impact on

choosing a proper route. Now, in order to map the three

potential differences to the same range ½�1; 1�, we use the

following rules to map Uedði; j; tÞ to U 0edði; j; tÞ:

U 0edði; j; tÞ ¼
1� 1

�edði; j; tÞ ; if �edði; j; tÞ � 1;

�edði; j; tÞ � 1; if 0 � �edði; j; tÞ < 1;

(
ð11Þ

where �edði; j; tÞ ¼ Vedðj;tÞ
Vedði;tÞ . We also have

1� 1

�edði; j; tÞ
¼ Vedðj; tÞ � Vedði; tÞ

Vedðj; tÞ
¼ Uedði; j; tÞ

Vedðj; tÞ
; ð12Þ

�edði; j; tÞ � 1 ¼ Vedðj; tÞ � Vedði; tÞ
Vedði; tÞ

¼ Uedði; j; tÞ
Vedði; tÞ

: ð13Þ

Actually, from (11), (12), and (13), the physical meaning of

U 0edði; j; tÞ is very obvious. It is the potential difference per unit

energy density potential. When �edði; j; tÞ � 1, U 0edði; j; tÞ ¼
Uedði;j;tÞ
Vedðj;tÞ is the potential difference per unit energy density

potential in the node j, and the corresponding force is positive

so that the packet on the node i is “pulled” toward the node j.

When 0 � �edði; j; tÞ < 1, U 0edði; j; tÞ ¼
Uedði;j;tÞ
Vedði;tÞ is the potential

difference per unit energy density potential in the node i, and

the force is negative; thus the packet on the node i is

compelled to stay on.
In the same way, we cab normalize the depth and

residual energy fields:

U 0dði; jÞ ¼
1� 1

�dði; jÞ ; if �dði; jÞ � 1;

�dði; jÞ � 1; if 0 � �dði; jÞ < 1;

(
ð14Þ
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U 0eði; j; tÞ ¼
1� 1

�eði; j; tÞ ; if �eði; j; tÞ � 1;

�eði; j; tÞ � 1; if 0 � �eði; j; tÞ < 1;

(
ð15Þ

where �dði; jÞ ¼ VdðjÞ
VdðiÞ , and �eði; jÞ ¼ Eðj;tÞ

Eði;tÞ . Similarly, we can
also understand the meaning of the mapping defined in (14)
and (15), namely U

0
eði; j; tÞ and U

0
dði; j; tÞ denote the potential

difference per unit residual energy potential and depth
potential, respectively.

From (3) and (14), the normalized depth potential
difference U 0dði; jÞ can be simplified as follows:

U 0dði; jÞ ¼
1

nþ 1 ; i ¼ n and j ¼ n� 1; n � 1;

� 1
nþ 2 ; i ¼ n and j ¼ nþ 1; n � 0:

(
ð16Þ

The trends of these three normalized potential differ-
ences are depicted in Fig. 5. There are two curves for the
normalized depth potential differences, U 0dðn; nþ 1Þ and
U 0dðnþ 1; nÞ. They are still fast decreasing functions, satisfy
all properties discussed in Section 3.3.2, and their value
range is U 0d 2 ½� 1

2 ;
1
2�. The curves for the normalized energy

density and residual energy potential differences are
similar, and both of them are monotonically increasing
functions within the range ½�1; 1�. We also have noticed that
when �ed is very large (e.g., larger than 10), U 0ed increases
quite slowly, which is meaningful since it is unnecessary to
distinguish the neighbors whose energy density is more
than 10 times than that of the local node, although EBRP can
actually do this when its other potential differences (i.e.,
depth and residual energy) are the same. The normalized
residual energy potential difference U 0e also has the same
properties as U 0ed.

Next, we use the weighted sum of the above three
independent potential fields to construct a new virtual
field Vmði; tÞ, whose potential difference Umði; j; tÞ is
defined as

Umði; j; tÞ ¼ ð1� �� �ÞU 0dði; jÞ þ �U 0edði; j; tÞ þ �U 0eði; j; tÞ;
ð17Þ

where 0 � � � 1, 0 � � � 1 and 0 � �þ � � 1. The packets
will be driven by this hybrid virtual potential field to
move in the networks. The weights � and � determine
how much impact the energy density potential field and
residual energy potential field impose on the routing
decision, respectively. The effect of their values on the
performance and their proper choices will be discussed in
Sections 3.4 and 6.3.

With the potential difference Umði; j; tÞ, the directional

differential coefficient from node i toward its neighbor j 2
nbrðiÞ can be easily calculated as

Di!j;t ¼
U 0mði; j; tÞ
ci!j;t

; ð18Þ

where ci!j;tð0 � ci!j;t � 1Þ is the cost of the radio link from

node i to node j. For the sake of convenience and simplicity,

EBRP just considers the physical distance, which is a

constant between two nodes, namely

ci!j;t ¼ disti!j; ð19Þ

where disti!j is the distance from node i to node j. If we use

the radio range as a unit to measure the physical distance

between nodes, then

disti!j ¼ 0; if j ¼ i;
0 < disti!j � 1; if j 2 nbrðiÞ;
disti!j > 1; if j 62 nbrðiÞ:

8<
:

Finally, EBRP chooses the neighbor x 2 nbrðiÞ with the

maximum Di!x;t as its next hop since it is just in the

direction of the gradient of the hybrid potential field.

3.4 Property of EBRP

This section presents two propositions to describe the effect

of the parameters on EBRP.

Proposition 1. For node i in depth n, let H ¼ fxjDðxÞ ¼
nþ 1; x 2 nbrðiÞg. If �þ � < 2nþ3

2n2þ8nþ7 , 8h 2 H will never be

chosen as the next-hop node of i.

Proof. Let L ¼ fxjDðxÞ ¼ d� 1; x 2 nbrðvÞg. If 8h 2 H, 9l 2
L such that Umði; l; tÞ > Umði; h; tÞ, then the proposition

is proved.
If the energy density and residual energy of node l is

larger than that of node h, then h will obviously not be
selected as the next hop of node i since the depth
potential field of node i is also larger than that of node h.

Assume the relationship of the energy density and
residual energy of node i; h; l at time t is as follows:

EDðh; tÞ ¼ nedh ðtÞEDði; tÞ; Eðh; tÞ ¼ nehðtÞEði; tÞ;
EDði; tÞ ¼ nedl ðtÞEDðl; tÞ; Eði; tÞ ¼ nel ðtÞEðl; tÞ;

where nedh ðtÞ; nehðtÞ; nedl ðtÞ; nel ðtÞ are real numbers.
Considering the best situation that node i will select

node h rather than node l as the next hop, i.e., nedh ðtÞ;
nehðtÞ; nedl ðtÞ; nel ðtÞ are all large enough positive real
numbers. The force from node i to node l and h is as
follows

Umði; l; tÞ ¼ ð1� �� �Þ
1

nþ 1
þ � 1

nedl ðtÞ
� 1

� �

þ � 1

nel ðtÞ
� 1

� �
;

Umði; h; tÞ ¼ ð1� �� �Þ
�1

nþ 2

� �
þ � 1� 1

nedh ðtÞ

� �

þ � 1� 1

nehðtÞ

� �
:
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Subtracting Umði; h; tÞ from Umði; l; tÞ, we can obtain
that

Umði; l; tÞ � Umði; h; tÞ ¼ ð1� �� �Þ
2nþ 3

ðnþ 1Þðnþ 2Þ

� � 2� 1

nedh ðtÞ
� 1

nedl ðtÞ

� �
� � 2� 1

nehðtÞ
� 1

nel ðtÞ

� �
:

Since nedh ðtÞ; nehðtÞ; nedl ðtÞ; nel ðtÞ can be large enough,
when nedh ðtÞ; nehðtÞ; nedl ðtÞ; nel ðtÞ ! þ1, ð2� 1

ned
h
ðtÞ �

1
ned
l
ðtÞÞ

and ð2� 1
ne
h
ðtÞ � 1

ne
l
ðtÞÞ approach to 2. Hence

Umði; l; tÞ � Umði; h; tÞ > ð1� �� �Þ
2nþ 3

ðnþ 1Þðnþ 2Þ
� 2ð�þ �Þ:

Therefore, if �þ � < 2nþ3
2n2þ8nþ7 , we can get

Umði; l; tÞ � Umði; h; tÞ >
2nþ 3

ðnþ 1Þðnþ 2Þ

� 2þ 2nþ 3

ðnþ 1Þðnþ 2Þ

� �
2nþ 3

2n2 þ 8nþ 7
¼ 0:

Which indicates that node i will never select node h as
the next hop. tu

Remarks. Proposition 1 shows the condition under which
packets will never be sent backward. We can see that
when n is relatively large, �þ � is very small, i.e., the
weight of the depth potential field must be very large, to
avoid packets being sent backward at the nodes with
higher depth. While when n becomes smaller, �þ �
could be larger, i.e., the weight of energy density and
residual energy could be larger, but can still ensure
packets not being sent backward. Considering n ¼ 5, �þ
� < 0:13 can ensure no packets will be sent backward at
the nodes with depth lower than 5. While at the nodes
with higher depth, some backward transmissions are
allowed to balance energy.

Furthermore, note that �þ � < 2nþ3
2n2þ8nþ7 is obtained

under the condition that nedh ðtÞ; nehðtÞ; nedl ðtÞ; nel ðtÞ ! þ1.

However, in reality, generally nedh ðtÞ; nehðtÞ; nedl ðtÞ; nel ðtÞ will

not be very large without manual intervention or some-

thing else, which indicates that it is possible to set larger �

and � than the conclusion of Proposition 1 to better balance

energy without causing much backward transmissions in

practice.

Proposition 2. For node i in depth n, let S ¼ fxjDðxÞ ¼ n;
x 2 nbrðiÞg, H ¼ fxjDðxÞ ¼ nþ 1; x 2 nbrðiÞg. If �þ � <

1
2nþ3 , 8s 2 S and 8h 2 H will never be chosen as the next-hop
node of node i.

Proof. Similar to the proof of Proposition 1. tu

The above proposition indicates the condition under
which the shortest path will be chosen, namely, a node

does not choose the parent from its neighbors with the
same or higher depth. However, different from the shortest
path tree with only hop count as the metric, this shortest
path also takes the energy density and residual energy into
consideration.

The depth potential field decreases fast with the increase
of the depth value. The above two propositions show that
the large weight of the energy density and residual energy
field may cause routing loops. Section 4 discusses in detail
how to detect and eliminate loops.

3.5 Design of Distributed Routing Algorithm

The details on the design and implementation of EBRP are
described below.

3.5.1 Control Message

We first define the format of the routing control message,
whose payload contains five parts shown in Fig. 6. The flag
field (6 bits) is reserved for possible extensions. Up to now,
EBRP defines two types of control messages. One is the
normal updated message whose type field is defined as 00,
and the other fields carry the information used by EBRP,
including depth, energy density, and residual energy.
Another is a special message whose type field is 01 without
other payloads, and used to confirm routing loops. It is
called Check-Loop-Packet (CLP).

3.5.2 Depth

In the beginning, the depth of all nodes are initialized to
0xff , except for the sink whose default depth is 0. The sink
first sends the update message, nodes one hop away from
the sink will get their own depth by adding 1 to the depth
value in the update message. Then, the other nodes will also
obtain their own depth by receiving update message from
its neighbors who already have a depth just in the same
way as the nodes one hop away. Fig. 7 depicts the
pseudocode of EBRP. Lines 12 to 15 show how nodes
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Fig. 6. Structure of updating message.

Fig. 7. Pseudocodes of EBRP algorithm. (Function calculateEnergy-
Density() calculates and returns the energy density of local node;
Distance() returns the distance of the neighbor; updateRoutingTable()
updates the routing table; and setLocalDepth() sets the depth of the
local node).



calculate their depth when receiving an update message.
Otherwise, EBRP will recalculate the depth when it detects
newly died neighbors or it needs to shield its current parent
for eliminating routing loops (see Section 4). The simplest
way is to add 1 to the minimum effective depth value
remaining in the routing table.

3.5.3 Energy and Energy Density

The EBRP needs to know the residual energy on the local
node, but the most popular WSN node hardware platforms,
such as MicaZ [38] and Telos [39], are unable to directly
provide this information except for Sun Spot [40]. Fortu-
nately, we can add some extra hardware components, such
as an analog-to-digital converter measuring the voltage or
an integrator cumulating the consumed energy, to estimate
the residual energy. Specifically, the pure software solution
is also feasible. We can log the actions that the local node
has performed to estimate the consumed energy using a
proper battery model [41]. In this work, we assume that the
value of residual energy can be easily obtained from one of
the above methods. This value will be sent in the update
message, thus every node knows the residual energy of all
its neighbors, and records them in the routing table. The
energy density at the position of the local node can be
obtained by adding up all the residual energy of its
neighbors in its routing table, and then dividing this sum
by the area of the radio coverage disk.

3.5.4 Distance

The distance between two neighbors can be easily obtained
by several techniques, such as signal attenuation evaluation
or estimation depending on Received Signal Strength
Indicator (RSSI) [42]. It is noted that the distance used in
EBRP may be approximate since it is enough to distinguish
relatively far or near from the local node.

3.5.5 Time to Update

EBRP only exchanges routing messages with its direct
neighbors. To keep the update pace, EBRP defines a
maximum updating interval (MUI) and a least updating interval
(LUI) between two successive update messages. MUI is
always larger than LUI. The update messages should be
delivered between a LUI and a MUI since the last one. If there
are no messages from a neighbor during two MUIs intervals,
this neighbor is considered dead, and EBRP will recalculate
the depth and other values. EBRP will send an update
message when any one of the following events occurs.

1. MUI timer expires. If the elapsed time since sending
the last updating message exceeds a MUI, the node
will send a new one immediately, no matter whether
the depth or energy has changed.

2. Energy consumption exceeds a certain threshold. If the
energy on a node has been burnt by 1 percent of the
residual energy which is sent out in the last
successful update message, and the elapsed time
also exceeds a LUI since the last update message, the
node will send a new one.

3. Depth changes. If the depth of a node has changed,
and the elapsed time also exceeds a LUI since the
last successful update message, the node will also
send a new one.

3.5.6 Processing of Update Message

When a node receives an update message from one of its
neighbors, it will refresh its routing table and reselect a
next-hop node according to the previous algorithm. If there
are more than one neighbor with the same maximum
directional differential coefficient, EBRP in turn chooses the
next-hop node according to maximum Um, maximum U 0ed,
maximum U 0e, minimum depth of neighbors, and minimum
cost of links. After doing that, if EBRP still cannot determine
its parent, it will choose one randomly.

4 LOOP DETECTION AND ELIMINATION

In practice, the dynamic network topology and the time-
varying residual energy could readily result in local “hills” in
the hybrid virtual potential field. EBRP would direct packets
to climb up these local “hills,” eventually routing loops
appear. For example, there are two obvious cases: 1) The
nodes at the peak of the local “hill” are very likely to choose
each other as their next-hop nodes; 2) A packet could return
to the peak when it goes down to the mountainside of the
local “hill.”

As mentioned previously, the depth field itself is perfect
and stable without any local “hill.” However, in the energy
density field and the residual energy field, these local “hills”
are prone to appear because these two fields are time varying.
Otherwise, there are always a lot of local “hills” in an
arbitrarily deployed network due to the nodes distribution
fashion.

In order to eliminate possible routing loops and make
EBRP more practical, we need a mechanism for detecting
and eliminating the routing loops to enhance the basic
algorithm. Straightforwardly, the loop detection can be
done by checking the source addresses of received packets
and monitoring the length of the local queue. Once a loop is
detected, EBRP should shield the current parent and
reselect other neighbor as its next-hop node.

4.1 Loop Detection

Tracing the paths along which the packets move and
monitoring the events occurring in the networks, we find
that the routing loops caused by EBRP can be classified into
three types. Subsequently, we introduce their symptoms
and develop the corresponding loop detection mechanisms,
respectively.

1. One-hop-loop. One-hop-loop occurs between a local
node and its parent. In Fig. 8, two nodes in area 3
select each other as their parents, which is a typical
one-hop-loop. This loop can be easily detected by
checking the source address embedded in the header
of received packets. The source address of a packet is
ID of the former node sending this packet, and
changes on each hop. After receiving a packet, if the
local node finds that the source address is identical
with ID of its parent, then it can confirm that an one-
hop-loop occurred.

2. Origin-loop. The distinct feature of this routing loop
is that it must involve one or more sampling nodes.
Therefore, we call it origin-loop. This loop chain
itself may be one-hop or multihop. In Fig. 8, three
nodes in area 4 form an origin-loop chain back-to-
back. This loop can be detected by checking the
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origin address carried in the header of packets. The
origin address of a packet is ID of the node
generating this packet. There is only one origin
address for each packet, which is different from the
source address. After receiving a packet, the local
node checks whether the origin address in the packet
header is the same as its ID. If so, the local node can
infer that there is an origin-loop in the networks.

3. Queue-loop. This is a special multihop loop chain. It
does not involve any sampling nodes; all nodes
consisting of the loop chain are relaying nodes. In
Fig. 8, one routing loop falling into this category
appears in area 1. They cannot be properly detected
by checking both origin and source addresses.
However, we can still identify it. Because packets
cannot go out of this routing loop, the queue of the
nodes in the chain will grow drastically. This
phenomenon will be an obvious symptom of this
loop occurring. Thus, we call it “queue-loop.” To
detect the queue-loop, EBRP needs to monitor the
length of the local queue and check whether it is
over a certain threshold in a rather short time, but it
is insufficient to identify the queue-loop only
referring to the variance of the queue length because
the congestion is likely to be mistaken as a queue-
loop. Therefore, when a symptom of queue-loop by
monitoring the queue length is detected, any
relaying nodes in the loop chain need to generate
and send a CLP packet (defined in Section 3.5.1) to
confirm its occurrence. It is noticeable that if the
threshold of detecting a queue-loop is too small, the
detection mechanism will be very sensitive, and
excessive CLP packets could severely disturb the
transmission of data packets. However, if the
threshold is too large, the detection mechanism will
be unresponsive. In practice, to make a trade-off, the
feasible parameter values can be obtained through
experiments. In our implementation, the symptom of
queue-loop occurrence is that the queue length
increases by 20 percent of buffer size in a LUI.

4.2 Loop Elimination

Once the routing loops are confirmed, it will be straightfor-

ward to eliminate them by cutting off the loop chain. EBRP

does it by cutting the links belonging to the loop chain.
However, it is unnecessary to cut off all the links; EBRP will
preserve those that make packets move closer to the sink.
Thus, once a loop is detected, and if the parent is not closer
to the sink and there is at least one other active neighbor
besides the current parent, EBRP will shield this current
parent by cutting off the link between the local node and its
current parent.

4.3 State Transition

Combining with various elements in above two sections, we
summarize the state transition in loop detection and
elimination mechanism in Fig. 9.

Originally, EBRP is in state “normal” in which the node
acts normally. The three different loop indicators push
EBRP to one of three abnormal states: “loop” denotes the
one-hop-loop indicator, “alarm-1” is the queue-loop in-
dicator, and “alarm-2” is the origin-loop indicator. Once
“loop” state is confirmed, EBRP will shield the current
parent and reselect a new one. When the system is in
“alarm-1” state, EBRP will send one CLP to check whether
the loop really exists. If this CLP is received by the local
node in the future, the queue-loop has been converted into
origin-loop. EBRP goes to “loop” state from “alarm-2” state
without any additional conditions.

Once entering any one of the abnormal states, EBRP
would start a timer to prevent sticking in one state too long.
“alarm-1” and “alarm-2” will wait for a time out, and
“loop” will wait for another relatively long time out before
returning to “normal.” Since the depth potential field forces
packets to move toward the sink, the routing loops always
occur in the areas far away from the sink where the strength
of the depth potential field is quite weak. Therefore, we set
the values of the two timers according to the depth of the
local node, namely the smaller one is set three times of the
depth while the larger timer is set six times. Especially, here
the time unit is a MUI, not a second.

To avoid possible confusion, we use Loop Detection and
Elimination (EBRP-LDE) to denote the EBRP algorithm with
this loop detection and elimination mechanism.

5 VALIDATION

In this section, we validate the basic EBRP using simulation
experiments conducted on TOSSIM platform [43] built in
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Fig. 8. Types of routing loops.

Fig. 9. State transition diagram.



TinyOS. As mentioned earlier, there has been numerous
work to balance energy consumption through various
mechanisms, such as deployment optimization, topology
control, and mobile sink. However, to the best of our
knowledge, little work focuses on developing routing
algorithm to balance energy consumption, most energy-
aware routing schemes pay much attention to energy
efficiency. Therefore, we only choose MintRoute, a standard
energy-efficient routing algorithm, as the reference protocol.

In the simulation experiments, a simple linear energy
consumption model is used. The energy consumed by
sending or receiving a packet is a monotonically increasing
function of the lasting time. We assume that the length of all
the packets is the same, thus the energy consumed by
sending or receiving a packet is a constant value. Since
sending a packet always needs more energy than receiving
ones [44], without loss of generality, we assume 3 units of
energy consumed for sending, and 2 units for receiving.

To evaluate the performance of the routing protocol
separately, it is feasible to orhogonalize the network layer
and the MAC layer. Therefore, we abstract away the MAC
layer by providing for direct packets transfer from the
network layer of one node to the network layer of its
neighbors, i.e., the link quality is assumed perfect, thus
MintRoute actually works only on the hops, just like the
shortest path routing algorithm.

5.1 Performance Metrics

To make a comprehensive performance evaluation, we first
define several measurable metrics.

1. Energy Imbalance Factor (EIF). We define this
metric to quantify the energy balance characteristic
of the routing protocol. It is formally defined as the
standard variance of the residual energy of all nodes,

EIF ¼ 1

n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

ðREi �REavgÞ2
s

;

where n is the total number of nodes, REi is the
residual energy on node i, and REavg is the average
residual energy of all nodes.

2. Portion of Living Nodes (PLN) and Receiving
Packets Ratio (RPR). We can use PLN as a metric
to evaluate the influence of energy consumption on
the performance. Otherwise, we have noticed that if
the sink can receive most of the packets sent from the
source nodes, which implies that the energy holes
are effectively avoided and the connectivity of the
network is good. We can define the receiving packets
ratio as the ratio of the actual rate that the sink
receives packets to the expected receiving rate by the
task, and use both PLN and RPR to measure the gain
due to energy consumption balance.

3. Network lifetime [45]. The network lifetime of a
sensor network is defined as the time when the first
energy exhausted node (First Dead Node, FDN)
appears. The network lifetime is closely related to
the network partition and network coverage ratio. If
nodes begin to die, the probability of network
partition increases, and the network coverage ratio
might reduce.

4. Functional lifetime [46]. The functional lifetime of a
task is defined as the amount of time that the task is
perfectly carried out. Different tasks have different
requirements. Some tasks may require no node
failure while some others just need a portion of
nodes be alive, therefore the function lifetime varies
much according to task requirements. In our
simulation experiments, we assume that the applica-
tion requires all sampling nodes be alive, namely,
the functional lifetime is defined as the interval
between the beginning of task and the appearance of
the First Dead Sampling Node (FDSN).

5. Functional Throughput (FT). Functional throughput
is defined as the number of packets received by the
sink during the functional lifetime. For a given
application, FT is mainly influenced by the length of
the functional lifetime and RPR.

6. Energy Consumption per Received Packet (ECRP).
The average consumed energy per packet received
by the sink during the network lifetime or the
functional lifetime reflects the energy efficiency of
the protocol.

5.2 Simulation Setup

We conduct the simulation experiments using a 17� 17 grid
network (totally 289 nodes, each residing on the intersection
point of 17 rows and 17 columns) to validate and evaluate
the performance of our EBRP and EBRP-LDE schemes and
compare them with MintRoute algorithm. In this special
topology, a node can only communicate with its direct eight
neighbors. The node can act as either a sampling node or a
relaying node depending on the requirements. Events occur
in three circle areas whose radii are 8m and the centers are
ð8; 8Þm, ð13; 8Þm, and ð59; 59Þm, respectively. The nodes in
the event areas can execute sampling and relaying tasks.
The parameter configuration is listed in Table 1. The same
simulation is repeated 10 times, the average values of the
performance metrics and their standard deviation are also
calculated.
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Parameter Configuration: Grid



5.3 Simulation Results

MintRoute always chooses the shortest path, thus it will
burn out the energy of nodes on that path quickly.
However, EBRP will choose another path through other
areas with more energy once it finds out that the energy
density in this area is lower than that in other areas nearby.
Therefore, EBRP can improve the energy consumption
balance across the network and prolong the network lifetime
as well as the functional lifetime. The statistical results are
listed in Table 2. The EIF value decreases by 21.6 percent, at
the same time EBRP prolongs the time of FDN and FDSN by
120.6 and 77.8 percent, respectively. The functional through-
put is also improved. The statistics listed in Table 2 show an
improvement by 109.9 percent because the EBRP keeps
relatively higher PLN and RPR than the MintRoute, as well
as a longer FDSN. In addition, the small standard
deviations of some important performance metrics, except
for EIF, indicate that EBRP is robust against noise and
random factors and can maintain a consistent performance.

Fig. 10 shows the portion of living nodes as a function of
time in one simulation. The time that the first dead node
appears in EBRP is much later than that in MintRoute, i.e.,
about 6,000 and 3,000 s, respectively (also listed in Table 2).
Moreover, the PLN of EBRP is always higher than that of
MintRoute. The receiving packet ratio is depicted in Fig. 11.
Clearly, the period with both high PLN and large RPR in
EBRP is much longer than that in MintRoute. From these
results, we can conclude that this gain can be obtained
through the EBRP’s energy consumption balance.

The integrity of the data received in EBRP is much better
than that in MintRoute since there is fewer packets loss in
EBRP. The RPR of the EBRP scheme stays tightly around 1
before FSDN, which implies that most of the packets have
been successfully received.

Fig. 12 describes the average energy consumed per
received packet (ECRP). Unexpectedly, the energy efficiency

of EBRP is almost the same as MintRoute before FSDN, and
there are only a few tips when EBRP switches to an optional
path. Otherwise, it is useful that EBRP switches its working
routes among several normal areas, and makes packets flow
along multiple paths. This means that EBRP can alleviate the
congestion in the shortest path, and restrain energy waste
due to packet losses. On the other hand, energy efficiency is
deteriorated in EBRP after FSDN since its ECRP abruptly
climbs up. However, it is meaningless to keep high energy
efficiency after FSDN because the network has been
partitioned and some tasks in the network cannot be carried
out perfectly.

Compared with the shortest path routing algorithm
MintRoute, EBRP likely makes a detour with the purpose of
balancing energy, which implies that the end-to-end delay
increases. The cumulative distribution function (CDF) of
end-to-end delay presented in Fig. 13 confirms this
prediction.

From the above simulation results and analysis, we
conclude that it is valuable to balance energy consumption
while designing a routing protocol. Fig. 14 illustrates the
residual energy on nodes at time 5,000 s across the whole
network. EBRP evenly burns energy so that the contour 8,300,
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TABLE 2
Statistics of Performance Metrics

Fig. 10. Portion of living nodes.

Fig. 11. Receiving packets ratio.

Fig. 12. ECRP.

Fig. 13. CDF of end-to-end delay.



denoting the residual energy on the nodes is 8,300, covers
wider area, but the contour 6,500 does not appear in Fig. 14b.
On the contrary, in Fig. 14a, the contour 8,300 covers small
region, and there are many areas covered by the contour
6,500, which readily become energy holes. The results
presented in Fig. 14 vividly indicate that EBRP is capable of
balancing energy consumption and avoiding the energy
holes occurring frequently in the MintRoute algorithm.

In this simulation, we also verify that EBRP suffers from
the routing loop problem. There are 9,650 times loop
occurrences up to 6,230 s (FDN) .

Subsequently, we validate the loop detection and
elimination mechanism.

The same simulation is conducted again. The results show
that the number of loops decreases from 9,650 to 178 during
FDN, and from 98,037 to 1,135 during the whole simulation
time. FSDN and the functional throughput listed in Table 2
have slight improvement. The corresponding curves are
inserted into Figs. 10 and 11, respectively. Observing Fig. 10,
there are more living nodes at the end of the simulation when
EBRP-LDE is employed, and RPR shown in Fig. 11 is more
stable comparing with the basic EBRP. The curve describing
the energy consumed per received packet is also appended in
Fig. 12. Obviously, the curve of EBRP-LDE is smoother than
that of EBRP in most cases. Finally, although it is foreseeable
that the loop detection and elimination mechanism may
harm the performance of energy balance because it shields
the energy-balanced paths, the numerical results listed in
Table 2 verify that EIF has a small change. This implies that
the impact of the enhanced mechanism on the energy
consumption balance is rather trivial.

6 INTEGRATED PERFORMANCE EVALUATION AND

IMPACT OF PARAMETERS

In this section, we will comprehensively evaluate the
integrated performance of the full energy-balanced routing
algorithm with the help of numerous simulation experi-
ments on a randomly deployed network for general
parameter configuration.

6.1 Simulation Setup

Fig. 15 shows a randomly deployed network and an event
area. All 568 nodes spreading over a circle with radii 500 m
form a flat multihop network. There is only one sink
residing at the center, and the radio range is 20 m. At time
100 s, an event occurs in the event area, and then the nodes
in this area begin to sample and send one packet every 5 s.
The detailed configuration is summarized in Table 3.

6.2 Simulation Results

The simulation results listed in Table 4 show that there are

obvious improvements in the performance of balancing

energy consumption, network lifetime, functional lifetime,

and functional throughput. We also notice that EBRP-LDE

restrains the routing loops, but EIF slightly increases as

compared with the basic EBRP algorithm. It is foreseeable

because EBRP-LDE blocks the paths on which there may be

routing loops, but these paths may be favorable for energy

consumption balance.
From the curves of PLN and RPR in Figs. 16 and 17, we

observe that the energy-balanced routing protocol can
improve the system performance. It is noted that EBRP
both with and without LDE suffer from a sudden drop of
PLN near the time of their FSDN (about 8,000 s), and their
final number of living nodes is also less than MintRoute.
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Fig. 14. Residual Energy at 5,000 s. (a) MintRoute. (b) EBRP.

Fig. 15. Randomly deployed network of sensors.

TABLE 3
Configuration of Parameters: Random Deployment



The reason is that EBRP will involve more nodes near the
event area and eventually deplete their energy because of
its energy balance property. This sudden drop also implies
that balancing energy consumption among those involved
nodes is reasonable.

The energy efficiency of EBRP is better than that of
MintRoute which exhibits a series of serious fluctuations as
shown in Fig. 18. The reason is that MintRoute must choose
another path when the current route is broken off because
of individual disable nodes, moreover the randomness of
deployment increases the difficulty to find a new one.
Before it finds the new path, the energy efficiency may be
very low. However, EBRP acts much better, and the reasons
are similar with that presented in Section 5.3. So far, we
have evidences to conclude that EBRP can improve the
integrated performance even on an arbitrarily deployment.

Next, we will check the impact of parameters on the
performance and recommend some proper values of key
parameter settings through numerous experiments. With-
out particular statements, EBRP-LDE is employed in
subsequent experiments, and for the sake of brevity, EBRP
will refer to EBRP-LDE in general.

6.3 Impact of Parameters

6.3.1 Weight Factors ð�; �Þ
We select five groups of parameters to evaluate their impact
on the performance, and their settings are listed in Table 5.

We refer to them as EBRP 0-8, respectively. EBRP0 is the
first group, in which both � and � equal to zero. Here only
the depth field is effective, which implies EBRP degenerates
to the shortest path algorithm.

In the second group, only one of � and � is effective,
which is also relatively small. To examine the impact of
energy density and residual energy field separately, only �
or � is set to a comparatively high value in the third group.
The different combinations of parameter pair ð�; �Þ are
chosen in the fourth and fifth groups to investigate the
impact of parameters on the comprehensive performance.

Lifetime. Fig. 19 shows the network lifetime (FND) and
the functional lifetimes (FSND) with different parameters.
EBRP0 is very close to MintRoute, because both of them are
similar to the shortest path algorithm. Both EBRP1 and
EBRP3 only take the energy density factor into considera-
tion, and their performance is much worse than that of the
others because low energy nodes in the high energy density
area are easy to die when plenty of data packets flow
through. Since the residual energy potential field will
especially protect the low energy nodes, EBRP2 and EBRP4
perform well. Otherwise, from the comparison of EBRP1
and EBRP3, EBRP5 and EBRP7, we can conclude that the
higher weight of energy density always results in worse
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Fig. 16. Portion of living nodes.

Fig. 17. Receiving packets ratio.

Fig. 18. ECRP.

TABLE 5
Parameter Pairs ð�; �Þ

Fig. 19. FDN and FSDN.

TABLE 4
Statistic of Performance Metrics



performance. However, from the comparison of EBRP2 and
EBRP4, EBRP6 and EBRP8, the higher weight of residual
energy provides better performance.

PLN and RPR. Fig. 20 gives the portion of living nodes
along time. Since the curves of EBRP0 and EBRP1 are quite
similar, we just use one curve to show their basic shapes in
the figure. We also do the same thing for EBRP3 and EBRP5,
EBRP4 and EBRP6, EBRP2, EBRP7, and EBRP8, respec-
tively. In Fig. 21, the curves depict the receiving packets
ratio, we also combine the curves of EBRP0 and EBRP5,
EBRP1 and EBRP3, EBRP2 and EBRP7, EBRP4, EBRP6, and
EBRP8 for the same reason. Observing Figs. 20 and 21, we
can conclude that most of the EBRPs, except for EBRP1,
EBRP3, and EBRP5, have a higher PLN as well as a higher
RPR than MintRoute before both FDN and FSDN. We have
also noticed that every time PLN declines, MintRoute and
some EBRPs suffer a fluctuation on RPR, which is because
they need to select a new path when some nodes on the
current path die. Particulary, we also notice that PLN in
both EBRP2 and EBRP7 keep relatively stable, which
implies EBRP under such parameter settings can effectively
protect the low energy nodes and sufficiently utilize the
redundant network resources to avoid the path failures.

Functional throughput. Prolonging the functional life-
time always means increasing the throughput. As afore-
mentioned, RPR can also reflect the functional throughput.
RPR and functional throughput are presented in Figs. 21
and 22, respectively. Obviously, the simulation results
comply with our analysis, EBRP2, EBRP4, EBRP6, EBRP7,
and EBRP8 have high functional throughput and large RPR
simultaneously. Combining with FDN and FSDN as shown
in Fig. 19, the conclusion is consistent, namely the longer
FSDN renders the higher functional throughput.

Energy efficiency. Intuitively, the shortest path algo-
rithm can save more energy. The average energy consumed
per received packet is presented in Fig. 23. Notice that the
same combination is made for similar EBRPs. EBRP0 is the
lowest, and EBRP1, EBRP2, and EBRP7 with small para-
meters are quite close to EBRP0. In other words, the smaller
parameters provide with higher energy efficiency.

Number of Loops. Theoretically, the dynamics of hybrid
virtual potential results in routing loops. The energy density
field related to the deployment is relatively stable, so it is
sensitive to loops caused by network topology, but the
residual energy may dynamically vary and also induces
loops. Fig. 24 depicts the number of loop occurrences until
FDN and FDSN reach. Obviously, our simple loop detection
and elimination mechanism is effective, and loops in
EBRP1, EBRP3, and EBRP5 are completely eliminated.
However, it is impossible to absolutely avoid the loops in
EBRP2, EBRP4, and EBRP6, moreover the larger the
parameter � is, the more the loop appears. Since the large
� implies that the potential field will be dominated by
residual energy on nodes, and the slight difference in
residual energy on different nodes will be magnified,
eventually some local “hills” emerge in the hybrid potential
field. If the packets are attracted by these local “hills,” the
routing loops naturally appear.
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Fig. 21. Receiving packets ratio.

Fig. 22. Functional throughput.

Fig. 23. ECRP.

Fig. 24. Num. of loop occur.

Fig. 20. Portion of living nodes.



Proper parameter pair ð�; �Þ. The above experimental
results demonstrate that different performance metrics are
inclined to diverse parameter settings with respect to � and
�. Even some inclinations are incompatible, such as lifetime
and coverage are prone to large �, but the small parameters
are beneficial to improving energy efficiency and decreas-
ing the number of routing loops. To optimize the integrated
performance by proper parameter settings, it is rational to
make a trade-off. Because the depth field forms the basic
routing backbone, and because the energy density and the
residual energy fields act like its assistants who push the
packets to pass through high energy areas and nodes on the
appropriate way to the sink, it is reasonable to properly
augment the weight of the depth field and let it be a
dominant element in the hybrid potential field, i.e.,
�þ � < 0:5. This should be one of the practical guidelines
toward parameter configuration. In Table 5, all parameter
pairs whose sum is more than 0.5 show the poor integrated
performance. This fact can verify our analysis. In addition,
the configurations with only effective � or � are hard to
provide a satisfactory integrated performance even if the
value of � or � is very small (such as EBRP1 and EBRP2).
Taking the above various factors into account, a recom-
mendable parameter configuration solution is to choose
small � and � at the same time, such as ð0:2; 0:2Þ. The
favorable integrated performance exhibited by EBRP7 can
manifest this judgement. Moreover, we have also repeated
the numerous similar experiments with various network
sizes and different parameter values. The results confirm
that this basic guidelines toward the parameter settings can
be generally adopted.

6.3.2 MUI

Several parameters are related to MUI, which is the
maximum interval between two successive update mes-
sages. As mentioned in Section 3.5, if a node does not
receive any update message from one of its neighbors in
one MUI, it will wait another MUI before considering this
neighbor to be dead. If MUI is quite large, it will take a long
time to detect this dead neighbor and the topology changes.
But if MUI is too small, the overhead of exchanging update
messages would be unaffordable. Therefore, MUI is tightly
associated with fast detection of topology changes and
energy efficiency. Otherwise, the LDE mechanism uses the
product of the MUI and the depth of local node to recover
from the abnormal state. It is necessary to evaluate the

impact of MUI on the performances. The parameter pair
ð�; �Þ are set to the proper value, i.e., ð0:2; 0:2Þ.

We can determine the EBRP’s sensitivity to topology
changes through checking RPR. If the RPR suffers a
fluctuation as a node dies, the sensitivity would be weak,
and vice versa. A piece of RPR curve around the FDN (e.g.,
6,000 s) is drawn in Fig. 25. From these curves, we can
conclude that the smaller the MUI is, the more sensitive is
the EPRP.

In addition, Fig. 26 shows the number of update packets
during FSDN, which represents the overhead caused by the
routing update. It does not always decrease as MUI increases
because there are other factors which result in sending an
update message, e.g., the events of topology change and the
residual energy consumed by 1 percent, etc. When the MUI
is quite large (�60), the number of update messages caused
by the events increases but the total number is almost the
same, which indicates that the update messages caused by
the MUI time-out are not enough to provide sufficient
routing information. Based on these understanding and
observations, the proper choice of MUI is about 60 s.

7 CONCLUSIONS

Energy is one of the most critical resources for WSNs. Most
of works in the literatures about WSN routing have
emphasized energy savings as an important optimization
goal. However, merely saving energy is not enough to
effectively prolong the network lifetime. The uneven energy
depletion often results in network partition and low
coverage ratio, which deteriorate the performance.

This paper focuses on routing that also balances the
energy consumption. Its main contributions are: 1) Borrow
the concept of potential in classical physics to build a virtual
hybrid potential field to drive packets to move toward the
sink through the dense energy area and steer clear of the
nodes with low residual energy so that the energy is
consumed as evenly as possible in any given arbitrary
network deployment, 2) Classify the routing loops and
devise an enhanced mechanism to detect and eliminate
loops. Our numerous simulation results show that the
proposed solution EBRP makes significant improvements in
energy consumption balance, network lifetime, and
throughput as compared to the commonly used energy-
efficient routing algorithm. EBRP belongs to the class of
data-gathering based routing algorithm, and does not deal
with data dissemination and point-to-point communication.
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Fig. 25. A piece of RPR curve. Fig. 26. Num. of update packets during FSDN.



In other words, EBRP will only find routes for each data
source to the same sink. The limitation is also related to the
lack of sufficient understanding about the dynamics of
time-varying potential field. If the necessary analytical
models could be built, the perfect weights of the hybrid
field (i.e., � and �) could be obtained through theoretical
analysis, or be adapted well to the dynamics of potential
field. Hence the routing loops could also be further
restrained and the integrated performance could be im-
proved further. We will continue our investigation in this
challenging direction as part of our future work.
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